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Abstract

Visualisation in intelligent planning systems [Ghallakakt 2004] is a subject that has
not been given much attention by researchers. Among thérexiglanning systems,
some “well known planners” do not propose a solution for al@ation at all, while
others only consider a single approach when this solutiamesimnes is not appropriate
for every situation.

Thus, users cannot make the most of planning systems betteaysdo not have
appropriate support for interaction with them. This prablis further enhanced when
considering mixed-initiative planning systems, whererag¢hat are collaborating in
the process have different backgrounds, are playing éiffieroles in the process, have
different capabilities and responsibilities, or are ugiifierent devices to interact and
collaborate in the process.

To address this problem, we propose a general frameworkgaalisation in plan-
ning systems that will give support for a more appropriaguslisation mechanism.
This framework is divided into two main parts: a knowledgeresentation aspect and
a reasoning mechanism for multi-modality visualisatiome knowledge representa-
tion uses the concept of ontology to organise and model aaxgdmain problems.
The reasoning mechanism gives support to reasoning abewighalisation problem
based on the knowledge bases available for a realisticlanlidive planning environ-
ment, including agent preferences, device features, pignnformation, visualisation
modalities, etc. The main result of the reasoning mecharssan appropriate visual-
isation modality for each specific situation, which prowa@ebetter interaction among
agents (software and human) in a collaborative planning@mnent.

The main contributions of this approach are: (1) it is a gahand extensible
framework for the problem of visualisation in planning syss, which enables the
modelling of the domain from an information visualisatiogrgpective; (2) it allows
a tailored approach for visualisation of information in ah dllaborative planning
environment; (3) its models can be used separately in otiobtgms and domains; (4)
it is based on real standards that enable easy communi@attbmteroperability with
other systems and services; and (5) it has a broad poteatigkfapplication on the
Semantic Web.



Acknowledgements

I would like to gratefully acknowledge all the people andiitagions which somehow
influenced and supported the work documented here.

First I would like to acknowledge my research sponsor, CAPESardenago de
Aperfeicoamento de Pessoal dev®l Superior, under grant number BEX 1944/00-2.
A special thank you to Vanda Lucena and Yuri Lopes Zinn fongeso helpful and
efficient.

My biggest thank you to my supervisors, Austin Tate and dasshen-Burger for
all their continuous support, time dedicated, discussigusstions and comments.

A special thanks to my examiners Vladimir Geroimenko and iWeein for their
comments and suggestions and pleasant viva experience.

| wish to thank all members of the Centre for Intelligent Systeand their Appli-
cations (CISA) and the Artificial Intelligence Applicatiomsstitute (AIAl) for their
direct and indirect influence in this work. A special tharduyto all involved in the
AlAl I-X Project. In particular | would like to thank Clauirto Siebra, Jussi Stader,
Eleanor Sim and Stephen Potter.

Thanks to the School of Informatics for the facilities angsort provided, in par-
ticular the Informatics Graduate School (IGS) for suppadvided through the Re-
search Travel Grants and the College of Science and Engmgegfer running the valu-
able Transferable Skills Programme. In addition a genéabk to all administrative
staff.

A thanks to all my office-mates that went with me through tbisrpey, sharing not
only the space but also experiences of research and lifiydimg: Ana Costa Silva,
Clauirton Siebra, David Lambert, DeLesley Hutchins, Elea®ion, Henrik Wester-
berg, J@&o Cavalcanti, Laura Korte, Maciej Zurawski, Paul Martincliird Carter,
Tom McCallum and Virgnia Brilhante.

| thank my past academic supervisors, Dr. Jacques Robi(Rh.Computer
Science, Columbia University) my Master’'s Degree supenasa Dr. Ulrich Schiel
(Ph.D. in Computer Science, UnivegditStuttgart), my supervisor for the CNPq PIBIC
(Programa Institucional de Bolsas de Ini@agCientfica) Program.

A warm thank you to all my friends that supported me in purgutrs goal of fin-
ishing a Ph.D., either cheering me up, giving me the strenggtltontinue keep going,
or understanding my absences. | can cite among them: Clauéiaitas de Franca,
Ana Karla Medeiros, Fernanda Ketchen, Gabriela Roca, HRdéa, Ana Costa Silva,

iv



Analy Teodoro, Favia Bueno, Constantino Ribeiro, &€arlos Bins Filho, And¥
Rauber Du Bois and Lazia Cade, etc. Also, my dear flatmatesrRipaig and Kevin
Hanni.

| would like to thank all my family for being a source of motti@n and inspira-
tion in life, however | have a big family and | cannot cite adlrb. So, a special thank
you goes to my mother Tereza Queiroz, a professional roleatrfodme; my grandfa-
ther Lauro Queirozit memorian), the most dedicated and lovely person | have ever
met, and a real father for me; my grandmother Avany Queiragea@nd mother; my
youngest and dearest sister Paloma Silva; my uncle Lauroduglho; my stepfather
Jo® Egesipe da Silva and my brother Rodrigo Freire. Also, | wdikle to acknowl-
edge my special thank-you to my uncle Bruno Queiroz and aatitd Camelo, the
responsible people for introducing me to Computer Sciendeshplace, still in the
early ages of my life. Thank you all. Without you, it would rix possible.

Finally my thank you goes to Thomagttemann, my guardian-angel, my special
friend and my love; who supported me in the final and most diffiphases of my
Ph.D., always giving me strengths, hope and kindness. lakithys be grateful to
you.



Declaration

| declare that this thesis was composed by myself, that th& wantained herein is
my own except where explicitly stated otherwise in the tart that this work has not
been submitted for any other degree or professional quatiific except as specified.

(Natasha Correia Queiroz Liro

Y



1

Table of Contents

Introduction and Motivation 1

Introduction

1.1 Motivationand Context . . . . . . . . . . . . .. e
1.2 Problem Definition . . . . . . . . . .. .. .

1.3 ThesisStructure . . . . . . . . . ... 9
The Proposed Approach 11
21 AGeneralView . . . . . . . . .. . e 11
2.2 \Visualisation Framework: Semantic Modelling . . .. ... ... 12
2.2.1 Multi-Modal Information Visualisation Ontology (Banced
bySound) . . ... ... ... 13
2.2.2 Planning Information Ontology . . . . . ... ... ... .. 16
2.2.3 DevicesOntology . . . . . .. .. ... .. ... .. .. ... 17
224 AgentsOntology . .. ... ... ... . .. ... .. ..., 19
2.25 EnvironmentOntology . . . .. .. ... ... ... ..... 20
2.3 Reasoning Mechanism . .. ... ... ... .. ... ....... 20
Motivating Scenario 27
3.1 Domain Characteristics . . . . . . .. . .. .. ... .. .0 27
3.2 I-RescueProject. . . . . . . . . ... ... 28
3.3 I-Kobe DomainModelling . . . .. ... ... ... ......... 29
3.3.1 Agents . . ... 29
3.3.2 DeviCeS . . . . .. e e 30
3.3.3 Planning Information . . . . .. ... ... ... ....... 31
3.34 Environment . .. .. ... ... 31
3.3.5 Multi-Modal Information Visualisation . . . .. .. .. .. 32
3.4 ReasoningExamples . . ... ... ... .. ... .. .. .. ... 33

Vii



Schedulers 39
4 Information Visualisation 41
4.1 Basic Concepts and Definitions in Information Visualeat . . . . . 42
4.1.1 Definition and Originofthe Field . . . . ... ... .. ... 42
4.1.2 Information Visualisation and Cognition . . . . . . .. ... 45
4.1.3 Data Treatment and Presentation in a Visual Form . . . . . A7
4.1.4 Classifications in Information Visualisation . . . . . . .. 48
4.2 Related Aspects . . . . . . . . 49
4.2.1 UsersandUserInteraction . . . .. ... ........... 49
4.2.2 Multi-Modal Visualisation . . . . . .. ... ... ...... 51
423 Personalisation . . . ... ... ... ... .. .. .. ... 51
4.2.4 ApplicationAreas . . ... .. ... ... ..o 52
4.3 Techniques for Information Visualisation . . .. .. .. ... .. 53
4.3.1 Information Visualisation of Hierarchies . . . . . . . . . . 53
4.4 New Trends in Information Visualisation . . . . . ... ... ... 54
4.4.1 Information Visualisation and the Semantic Web 54
4.4.2 Information Visualisation and Mobile Computing . . . . . 55
4.4.3 Information Visualisation and Ubiquitous Computing . . . 57
5 Information Visualisation in Intelligent Planning Systems 59
5.1 Introduction . . . . . . . . . ... 59
5.2 AChronological View . . ... ... ... ... .. ... .. ... 61
5.3 SystemsOverview . . .. ... ... e 62
531 O-PlanandI-X . ... ... ... .. .. . ... ... ... 62
5.3.2 PRODIGY . ... . . . . e 65
533 TRAINSandTRIPS . ... .. ... ... ... ....... 67
534 SIPE-2 . .. ... 69
535 MPA . . e 71
5.3.6 PASSAT . . . . e 73

3.4.1 Reasoning Example Scenario 1 - Agent-Oriented Rules .
3.4.2 Reasoning Example Scenario 2 - Planning-Oriented<Rul .
3.4.3 Reasoning Example Scenario 3 - Device-Oriented Rules

Information Visualisation in Intelligent Planning Systems and

33
35
37



5.3.7 ASPEN . . . . . . 76

538 MAPGEN. .. ... ... . . . .. .. 78
539 Sapa. .. ... ... 80
5.4 Categorisations and Comparison . . . . . . . .. .. ... ... ... 82
5.4.1 By Visualisation Approaches . . . . . ... .. .. ... ... 83
5.4.2 ByPlanning AspectSupported . . . . ... ... L 84
5.4.3 By Search Algorithm, Plan Representation Applicatizo-
main and Visualisation Approaches . . . .. .. ... .. .. 86
Overview Summary 91
6.1 ProblemsandGaps . ... .. ... ... ... 91
6.2 ResearchDirections . . . . . . . .. .. ... .. ... ... ..... 93

A General Framework for Visualisation in Collaborative Al

Planning 95
7 Framework - Semantic Modelling 97
7.1 Introductiontothe Framework . . . .. .. ... .. ... ...... 89
7.2 The Role of the Semantic Modelling Approach . . . . . ... ... 102
7.3 The Semantic Modelling Approach and The Ontology Setb@gson 106
7.3.1 Multi-Modal Visualisation Ontology . . . . . . .. .. ... 107
7.3.2 Planning Information Ontology . . . . ... ... . ... .. 112
7.3.3 DevicesOntology . . . . . .. .. ... ... .. .. ..... 117
7.3.4 Agents Organisation and Mental States Ontology . . . . .124
7.3.5 EnvironmentOntology . . . .. .. ... ... .. ...... 126
7.4 Discussions Regarding Knowledge Representation Agpra . . . . 130
7.5 The Big Picture - The Framework Summary . . . . .. .. ... .. 311
7.5.1 The Framework Overview . . . .. .. ... ... .. .... 131
752 Users . . .. . . . e 133
7.53 Systems . . . . ... 134
7.5.4 Knowledge Representation . . . . ... .. ... ....... 135
755 Mappingsinvolved . . . .. .. ... Lo 135
Framework - The Reasoning Mechanism Services 137
8.1 Information Visualisation Reasoning as a Productiost&wn . . . . . 137
8.2 Reasoning on Visualisation Ontologies - The Decisiat®ss . . . . 141

4



8.3 Reasoning Mechanism Architecture . . . .. ... .. ... ... 143
8.4 Rules Design and Formal Specification. . . . . .. ... ... .. 146
8.4.1 Device-restricionRules . . . .. ... ... ... ...... 146
8.4.2 Planning Information-restrictionRules . . . . . . ... .. 148
8.4.3 Agent-restrictionRules . . . . ... ... ... L. 149
8.4.4 Environment-restrictionRules . . . . ... ... ... ... 491
8.5 Reasoning Example in Kobe Scenario . . . . ... ... ...... 49 1
8.6 ThelnferenceEngines . . ... ... ... ... .. .. ....... 151
86.1 RACER .. ... ... . . . 151
8.6.2 JEOPS . . . . . . . . e 152
8.7 Analysing the ReasoningProcess . . . . . ... ... ....... 154
8.7.1 The Match Algorithm . . . ... .. ... ... ....... 154
8.7.2 The Knowledge Base Definition . . . . ... ... ...... 156
IV Application Scenarios, Validations and Conclusions 159
9 A Practical Application 161
9.1 Characterising DomainandAgents . . . . .. ... ... ...... 6l 1
9.2 TheFrameworkSetup. . . . . . . . . . . . . .. . . . 164
9.3 Runningthe Application . . . ... .. ... ... .......... 166
9.4 DemOSCreens . . . . . . . . i i i i e 170
10 Conclusion 175
10.1 An Empirical Evaluation . . . . ... ... ... . ... .. ... 517
10.2 Contributions . . . . . . . ... 178
10.2.1 Generality . . . . . . . .. 178
10.2.2 Extensibility . .. ... ... . ... .. . 181
10.2.3 Enhancement of the Use of Knowledge-Based Planning. .182
10.2.4 Designed for Real World Applications of Collaborat®Rianning183
10.2.5 Tailored Information Visualisation Delivery Basen Knowl-
edge Representation . . .. ... ... ... ......... 184
10.2.6 IndependentModelsUsage . . . . .. .. ... ... ..... 185
10.2.7 IthasaConceptual Model . . . .. ... ... ........ 185
10.2.8 Originality . . . . . . . . . . . . . . 186
10.3 FutureWorks . . . . . . . ... 186



A Semantic Modelling 189

Al Ontologies . . . . . . . . . e 189
B Rules Specification 195
B.1 Device-restricionRules . . .. .. ... ... ... ... .. ... 951
B.1.1 BasiCS . . . . . . . i e 195
B.1.2 Java Technology SemanticBased . ... ... ........ 196
B.1.3 Display x Sound x Navigation Semantic Based . . . . . . . 98 1
B.1.4 Advanced and New Technnologies Semantic Based . . . .199
B.2 Planning Information-restrictionRules . . . . . . . ... ... .. 200
B.2.1 Basics. ... ... ... ... 200
B.2.2 Types of Planning Information . . . . . ... ... ... ... 201
B.2.3 Multi Modal Possibility . . . ... ... .. ......... 202
B.3 Agent-restrictionRules . . . . .. ... ... . 0L 02
B.3.1 AgentsPreferences. . . . ... ... ... ... ....... 202
B.4 Environment-restrictionRules . . . .. ... ... ... ... ... 203
B.4.1 LocationBased Awareness . . . . . . . . .. ... ... ... 203
C Filtering Rules 205
D Rules in Object-Oriented JEOPS Syntax 207
E Publications 217
E.1 ByChronological Order . . . ... ... ... ... ... ...... 217
Bibliography 219

Xi






2.1
2.2

3.1
3.2
3.3
3.4

4.1

5.1
5.2
5.3
5.4
5.5
5.6
5.7

5.8
5.9
5.10
5.11

7.1
7.2

7.3

List of Figures

Framework architecture. . . . . . . . . . . .. ... ... .. ...

Extract of the device ontology, part of our framework setic mod-

elling. . . . . . . e

Reasoning mechanism. . . . . ... .. ... ... ........

Example of visualisation output for scenario 1.
Example of visualisation output for scenario 2.
Example of visualisation output for scenario 3.

Diagram of data mappings for presentation in visual form. . . . .

Chronological view of some important planners. . . . . . ...... .

I-X ProcessPanel.. . . . . ... . . . . . . . . ...

O-Plan web and O-Plan limited media interfaces. e
[Veloso et al., 1998] - PRODIGY userinterface. . . . . . .. ...
[Ferguson, 2000] - TRIPS user interface in the Pacificaain.

[Wilkins, 1997] - SIPE-2GUL . . . o o oo

[Wilkins, 2000] - VISAGE/MAYA data plots for planning siulation
information. . . . .. ...
PASSAT user interface - [Myers et al., 2002].

PASSAT interface for user interaction. . . . . . ... ... ....

ASPEN GUI [Chienetal.,,2000].. . . . . ... ... ........

Sapa user interface - [Kambhampati, 2002]. . . .. ... ... .

Framework architecture. . . . . . . . . . . .. ... ... .. ...

Multi-Modal visualisation ontology classes hierareulti-Modality

conceptualisation. . . . . .. ... ... ..

Multi-Modal visualisation ontology classes hierarchgterface com-

ponent conceptualisation. . . . . .. .. ... ... ... ......

25

.. 34

36
37
38

a7



7.4 <I-N-C-A> gpecification. . . . .. .. ... ... ... ....... 114

7.5 First level of the<I-N-C-A> specification for plans. . . . . . .. .. 115
7.6 Specificationofissues. . ... ... ... .. .. ... ... ... 611
7.7 Specificationofnodes. . . . ... ... oo 117
7.8 Specificationof constraints. . . . . .. ... ... L. 117
7.9 CC/PP UML class diagram created after reverse engineering . . 121
7.10 Class diagram of the devicesontology. . . . . . . . .. ... ... 125
7.11 Class diagram to the agentontology. . . . . .. .. ... ... .. 127
7.12 The position system model in the environment ontology. . . . . . 128
7.13 Specification of world-state constraints. . . . . ... ...... ... 129
7.14 Framework architecture - generalview. . . . . . .. ... ....... 132
8.1 Reasoning mechanism architecture. . . . .. ... ... ... .. 143

8.2 Knowledge base in five different moments during the neiagpprocess. 150
8.3 Simple example of network representation for two visaion rules. 156

9.1 The internal architecture of the visualisation reasgmhechanism. . . 165
9.2 \Visualisation resultsto Scenario1. . . .. ... ........... 168
9.3 Visualisation results to Scenario2. . . ... ... ... .. .... 169
9.4 \Visualisationresultsto Scenario3. . . ... ... ... .. .... 169
9.5 \Visualisation results to Scenario4. . . .. ... .......... 170
9.6 \Visualisation results to Scenario 5 to 8 respectively.... . . . ... 171
9.7 Textual modality interface. . . . . .. .. ... .. ... ...... 171
9.8 Tabular modality interface. . . . .. .. ... ... ... .. ..., 172
9.9 Treemodalityinterface. . . . . .. ... .. ... ..........7121
9.10 Network modality interface. . . . .. ... ... ... ....... 172
9.11 Map modality interface. . . . . .. .. ... .. ... .. ... 731
9.12 Virtual Reality modality interface. . . . . . .. ... ... .. .. 173

10.1 Approaches for information visualisation in Al plangisystems: other
approaches proposed to date (left) and approach propo#ied thesis

(right). . . . . . . e 180
A.1 Multi-Modality Visualisation ontology. . . . . . . . .. . ... ... 189
A.2 Multi-Modality Visualisation ontology - Multi-Modaties focus. . . . 190

A.3 Multi-Modality Visualisation ontology - Interface cqmnents focus. . 190
A4 Agentontology. . . . . . . .. 191

Xiv



A5
A.6
A7
A.8
A.9

Deviceontology. . . . . . . . . . . . . ... 191

Device ontology - Hardware platform focus. . . . . . .. ... .. 192
Device ontology - Software platform focus. . . .. .. ... ... 192
Classes hierarchy of the environment ontology. . . . . . ...... . 193
Classes hierarchy of the planning ontology. . . . .. ... ...... 193

XV






3.1
3.2
3.3
3.4
3.5

5.1
5.2
5.3

5.4

7.1

8.1
8.2
8.3
8.4

9.1
9.2
9.3
9.4

List of Tables

Agentsinthel-Kobe scenario. . . . ... ... ... ........
Devicesinthe I-Kobe scenario. . . . . . ... .. ... ... ....
Information used during planning generation and execout . . . . .
Examples of environment features. . . . . . . ... ... ... ..
Examples of categories of visualisation.

Visualisation categorisation in Al planning systems.... . . . . . .

Visualisation support in different planning aspects. ... . . . . . .

Part | - Categorisation by search algorithm, plan repragi®n, appli-

cation domain and visualisation approaches. . . . . . . ... ...
Part Il - Categorisation by search algorithm, plan regméstion, ap-
plication domain and visualisation approaches.

Pattern-assignment to position systems. . . . . ... ... ...

Scenario definition: agent in the 1-Kobe scenario.

Scenario definition: device in the I-Kobe scenario. . ...... . . ..
Scenario definition: planning information in the I-Kadeenario. . . .
Scenario Definition: Environment in the I-Kobe scenaria . . . . .

Central command and controlagents. . . . . ... ... .. ...
Local command and controlagents. . . . . ... .. ... ....
Executionagents. . . . . . . . . ... ... e
Definition of scenarios in terms of agents, devices anpl@égment of
filteringrules. . . . . . . . . ...

XVii

83
85

88

. 164

166






Part |

Introduction and Motivation






Chapter 1

Introduction

The focus of this work is visualisation in planning systensualisation is an as-
pect that is still not widely explored in intelligent plamgi systems (Al planning)
[Ghallab et al., 2004]. Although many efforts have been ntadards improving and
developing new techniques and approaches for planning atteecentred in core plan-
ning problems, such as search algorithms efficiency, angllitde work particularly
addresses the problem of visualisation in Al planning.

The initial approach for Al planning, where a planner wonks isolated way, is
giving space to the mixed-initiative style of planning wiadéuman agents play a role
in the collaborative process of building plans. In this exitthe existing lack of more
elaborated approaches for visualisation in intelligeanping systems is compromis-
ing a broader application and use of such systems in reatipooblems. In real world
situations, assisted planning services can be appliedgmbsted by more sophisti-
cated visualisation approaches. Based on these initiakjdbe contributions of this
thesis have opted for investigating a broad and generatiso|uather than choosing
an approach only suitable to specific problems.

The remainder of this introduction is organised as follovection 1.1 first dis-
cusses the motivations and context of the work and gives argkeautline of the the-
sis. Section 1.2 defines the problem scope, highlightingtiexj gaps in Al planning
visualisation, and the need for more elaborated and geappabaches to deal with vi-
sualisation of planning information. In addition, resdeopportunities in this area are
pointed out through the identification of gaps. Finally thedis structure is described
in Section 1.3.
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1.1 Motivation and Context

Despite Intelligent Planning being an area with a broad tspecof research, involv-
ing investigation in both theoretical and practical sutgethere is a lack of research
that focuses on the aspect of planning information visabs. Among the existing
planning systems, some well known and awarded planners tleven have a pro-
posed solution for visualisation, and others only consalspecific approach when
this solution sometimes is not appropriate for every situmat

The problem is increased when considering collaboratieamhg systems. With
the transition from planners working in isolation in the pastoday’s mixed-initiative
approach in Al planning, it is evident that there is a neechfaw forms of interaction
between human and software planners. In such systems neiva®gnts emerge
since the agents that are collaborating in the process htigesdt backgrounds, play
different roles and have different capabilities, respbitiies, etc. The question is
how will users make the most of planning systems if they dohase appropriate
support for interaction with them? As such, there is a regagnt in Al community
to investigate planning from the perspective of informatidsualisation, while taking
into account these new requirements.

From the Al planning point of view, depending on how it is apgrhed, visuali-
sation can play two main crucial roles in planning: (1) torpeercollaboration among
participant agents in the case of collaborative plannirgjesys; (2) to allow proper
interfacing between the software and human planners.

However, the existing lack of more generic and elaboratqatagrhes compro-
mises a broader application and use of such systems. Fudherit also compromises
their application and use in real world problem domains atuhgons, where assisted
planning services can be applied and supported by more sagaited visualisation
approaches.

So, in brief, the focus of this work is on the problem of vissation in intelli-
gent planning systems. The scope is delimited by the follgwnain aspects: (1) a
multi-modal visualisation approach enhanced by sounda @)ntext of collaborative
environments of Al planning, where agents (human and so&waork together to
solve problems, and (3) use of mobile computing to suppahesgon the move.

We propose a general framework for visualisation in plagrsgstems that will
give support for an appropriate visualisation mechanisganmding the requirements
we are considering. The essence of the general approacbhgadps based on se-
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mantic modelling of the problem under the perspective aiaiisation in Al planning.
It consists of an integrated ontology set and a reasoninghamem for multi-modal
visualisation in contextual collaborative planning eowiments. The main idea is to
give semantic-based support for visualisation in comptalaborative planning envi-
ronments.

The framework is divided into two main parts: (1) a knowledgpresentation as-
pect and (2) a reasoning mechanism. In the knowledge repetsm aspect of this
work, the ontology set will permit organising and modellioigcomplex problem do-
mains from the visualisation perspective. The reasoninghaeism will give support
for reasoning about the visualisation problem using thenkedge bases available for
describing realistic collaborative planning environngent

In order to identify requirements for planning informatigisualisation in collab-
orative planning environments, a study was carried out elgualisation in Al plan-
ning systems. This study explored the state-of-art of th@@gches most commonly
used in Al planners for visualisation. In addition, somegrated scheduling systems
were also analysed due to the similar nature of informatia these systems present
and manipulate.

This study permitted the identification of existing gapdhe &rea, such as the need
for more elaborate and general approaches to deal with plgnnformation visual-
isation. Furthermore, it also allowed the detection of meagearch opportunities in
the area. For instance, one emerging opportunity is theguaten of pervasive and
ubiquitous computing to fill the gaps and support collakiorain real world domains.
The integration of mobile and ubiquitous computing withfanitl intelligence tech-
niques has already been explored in recent years as it isygahn [Lino et al., 2003].
Such integration can add value to real world applicatiors fétrthe requirements of
the scenarios we are dealing with.

In brief, the objective of this PhD thesis is the construcod a general framework
for supporting information visualisation in Al planning.h&t framework intends to
assess some of the main existing problems in the area. Theawoaiributions of the
approach proposed are: (1) it is a general approach for thielgm of information
visualisation in Al planning systems; (2) it will permit timodelling of the problem
from the information visualisation perspective that wilbav tailored support and rea-
soning about visualisation of collaborative planning miiation; (3) it is based on real
standards to ease integration, communication and intembpiy with other systems
and services; (4) it has a broad potential for its applicata the Semantic Web; (5)
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in addition the framework will serve as a basis for implenagions; and also (6) de-
spite the models having been designed for contextual emwiemts (collaborative Al
planning), they are independent enough to be individualgdufor other application
ends.

1.2 Problem Definition

The need for a broader use of knowledge-based planning lesisdigcussed in recent
years. In [Wilkins and desJardins, 2001] it is advocated tha use of knowledge-
based planning will bring many advantages to the area, snainén focusing on solv-
ing realistic planning problems. Complex domains can befrefit methods that use
rich knowledge models. In this perspective, among theiexj#tl planning paradigms,
Hierarchical Task NetworKHTN)[Erol et al., 1994] is the one most appropriate to
this proposition, in contrast to methods that use a mininmavkedge approach, for
instance, the ones using a simple knowledge representsticm as those based on
STRIPS [Fikes and Nilsson, 1971]. However, despite the nadngntages of the HTN
paradigm, it also has limitations. Thus, there are manyareseopportunities in or-
der to improve and permit a broader use of knowledge modeaisahworld planning
problems.

According to [Wilkins and desJardins, 2001] and based oin &x@erience in plan-
ning for military and oil spill domains, the following capitibes are needed to solve re-
alistic planning problems: (1) numerical reasoning, (Z)aarent actions, (3) context-
dependent effects, (4) interaction with users, (5) exeautonitoring, (6) replanning,
and (7) scalability. However, the main challenges in reatldvdomains are that they
cannot be completely modelled and consequently they ressees about planner val-
idation and correctness. Therefore, to make Al planningrietogy useful for realis-
tic and complex problems, there is a need for improvemenhefuse of knowledge
models in several aspects related to planning; and the afvent of methods and
techniques that are able to process and understand thesanawledge models.

Three types of planning knowledge are identified by [Kauid &alman, 1998a]:
(1) knowledge about the domain; (2) knowledge about goodspland (3) explicit
search-control knowledge. [Wilkins and desJardins, 2@8fgnded this list about plan-
ning knowledge mentioning that knowledge-based planrisosdeal with: (4) knowl-
edge about interacting with the user; (5) knowledge aboeit'sipreferences; and (6)
knowledge about plan repair during execution.
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Recent researches are following these principles to dpvatwe expressive knowl-
edge models and techniques for Al planning. In [McCluskey &imgpson, 2004], for
example, is proposed a work in this perspective of knowlddgaulation for Al plan-
ning, in the sense that it provides support to knowledge iattgpn and domain mod-
elling through a system called GIPO (Graphical InterfageHlanning with Objects).
GIPO consists of a GUI and tools environment to support kedgg acquisition for
planning. GIPO permits knowledge formulation of domaind description of plan-
ning problems within these domains. It can be used with agariglanning engines,
since planners can input a domain model written in GIPO aaustate into the plan-
ner’s input language. GIPO has an internal representaistructured formal lan-
guage for the capture of classical and hierarchical HTM-tlomains. Consequently,
it is aimed at the classical and hierarchical domain mode¢tyThe advantages of
GIPO are that it permits opportunities to identify and remowonsistencies and inac-
curacies in the developing domain model, and it guarantestthe domains are syn-
tactically correct. It also uses predefined “design pastenwhich are calledseneric
Types that give a higher level of abstraction for domain modellifo permit a suc-
cessful use of Al planning paradigms, GIPO has an operatiuciinon process, called
opmakey aimed at the knowledge engineer who may not have a good lmaakd) in
Al planning technology. However it assumes that they havevadge about the do-
main. The GIPO plan visualiser tool allows engineers to hiegily view the output
of successful plans generated by integrated planners.

Based on these discussions of knowledge enrichment anddarose of knowledge-
based planning, we argue that this vision should be even emggmented to other as-
pects. Our call is that knowledge enhancement can bringfitet@other areas related
to planning, and we highlight the advantages that it carganrthe planning informa-
tion visualisation area. That is the main focus of this the¥¥e claim that knowledge
models, developed from the Al planning information vissation perspective, will
permit semantic support and reasoning about the probleahwtii come to fill some
of the existing gaps in the area and open it to a broad diyes§ivther services.

Some of the existing gaps and problems that can be identifidtki area of plan-
ning information visualisation are briefly introduced beleeper discussions come
later):

e Absence of solutions: many existing and awarded plannistesys do not even
have an approach for information visualisation proposedhss the Graphplan
[Blum and Furst, 1997] and Blackbox [Kautz and Selman, 19p&mners;
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e Lack of flexibility: the existing solutions for visualisat in planning systems,
in general, adopt only one solution for presenting infoioratwhen, in some
cases, itis not appropriate for every situation. The PROD[N&Iloso at al., 1995]
system for example, adopts only a GUI (Graphical User latasf approach,
while the TRAINS [Allen et al., 2001a] and TRIPS [Allen et 2001b] plan-
ners mainly use a natural language based solution (howesebased solutions
are also explored in these systems). Nevertheless, thegemae do not suit all
different cases in real world domains of planning;

e Design for a specific aspect of the planning process: visatdin approaches
used in Al planning systems sometimes do not give suppdnetentire planning
process (including domain modelling, generation, coltabion, replanning and
execution), but frequently, only to part of the process. réhe a need to find
general approaches to support planning information visatbn that will permit
an uniform and integrated use of such approach for the dexedat of solutions
to every aspect of the planning process;

¢ Visualisation directly associated with the planning aggtu information visu-
alisation in Al planning systems sometimes is closely &talcto the planning
approach and related aspects, such as the domain of applidhe paradigm or
search algorithm for planning, the plan representatiorhogbtthe plan product,
integration to scheduling, etc. For instance, it is commoimiegrated planners
and schedulers for an information visualisation solutiorshhow temporal in-
formation, due to the nature of information that such systemanipulate. This
limits the broad use and scope for interaction with othetesys. Also, services
that they can potentially provide are limited by the vissation approach;

e The non-existence of general solutions: the issues diedusisove make evi-
dent that there is a need of more global mechanisms that vallige general
solutions for planning information visualisation. It igglgap that will be inves-
tigated in this thesis.

Having highlighted and discussed these problems and appbes for research,
we now describe the structure of the thesis.
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1.3 Thesis Structure

This section describes the remainder of this document, saneimg the thesis struc-
ture. Completing Part I, Chapter 2 introduces our approachdki¢ the visualisation
problem (aSemantic Based Support for Visualisation in Complex Collatdez Plan-
ning Environments In addition, Chapter 3 exemplifies the approach in a matwat
scenario.

Part Il presents a bibliographic review of the main areasteel to the background
of this thesis: Chapter 4 covers the area of Information \lisadon in general, its
main concepts and definitions, methods, techniques, et@t@amakes an overview
of information visualisation in Al planning systems. Som&grated scheduling sys-
tems were also included in this analysis. Chapter 6 bringssaormary about this
review, discussing in more detail the main problems and gafie area.

Part 11l presents our proposal. To that end, Chapter 7 dissug® semantic mod-
elling approach, which consists in an integrated ontolagjyfer describing planning
information from a visualisation perspective. Chapter &giattention to the reason-
ing mechanism, which uses knowledge about the domain (teskcvia the ontology
set) to infer modalities of visualisation to a plan or part#.o

Part IV is about application scenarios, validations andctigions, discussing for
that a practical application of our framework, togetherhafinal remarks. Chapter 9
shows how the framework can be used in an application dorbased on a disaster
relief operation, where several agents are carrying odemiht tasks in a collabora-
tive environment. Finally, Chapter 10 discusses evaluaiwhthe conclusions of this
work, highlighting the contributions, problems and potsiioture directions.






Chapter 2
The Proposed Approach

This chapter introduces our approach for a general frametasrinformation visuali-
sation in Al planning systems. This general approach isdasesemantic modelling
and knowledge engineering techniques.

2.1 A General View

The approach presented in this thesis consists in the dewelat of several semantic
models that, when integrated, permit the modelling andesgion of the problem of
planning visualisation. The models support the constonaif a reasoning mechanism
for multi-modal information visualisation destined foreus1 collaborative planning
environments.

The framework is divided in two main parts: a knowledge repragation aspect
and a reasoning mechanism. In the knowledge representsgjmect, a set of ontolo-
gies allows the organisation and modelling of complex dom&om the visualisation
perspective. The reasoning mechanism, based on the kngsvigase available and
designed for realistic collaborative planning environmsermllows a tailored support
for information delivery and presentation, through reasgrabout the visualisation
problem.

The main aspects considered in the semantic modellingdeclihe nature of plan-
ning information and the appropriate tailored delivery amglialisation approaches
for different situations; collaborative agents that ar@ypig different roles when par-
ticipating in the planning process; and the use of mobile maimg and its devices
diversity. This needs an appropriate approach with greatessiveness and flexibility.

The semantic model is composed of the following (sub) mod¥isualisation

11
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Modalities enhanced by Sound, Planning Information, Desji@gents, and Environ-
ment. The next section presents these models in more detaihere we give an
introductory explanation:

e Multi-Modal Visualisation Modalities Enhanced by Sound: permits the ex-
pression of the different modalities of information visgation considered in
the approach, and in addition, includes sound as a releganttb enhance cog-
nition;

e Planning Information: represents planning information at a higher level of ab-
straction. It is based orI-N-C-A> (Issues-Nodes-Constraints-Annotations)
[Tate, 2001], the I-X Project ontology;

e Devices: this model permits descriptions of the features of devicegeneral.
For example, mobile devices such as cell phones, PDAs, pookaputers, etc;

e Agents: allows the representation of agents organisations, inatpdifferent as-
pects such as agents relationships (superiors, suboedinaers, contacts, etc.),
agents preferences, agents capabilities and authoritiggefforming activities,
and also, agents mental states;

e Environment: this model allows the representation of information abdnet t
general scenario. For instance, position of agents andures® in terms of
global positioning (GPS), etc.

Figure 2.1 illustrates the framework architecture. Thiowgmantic modelling
techniques (ontologies), several knowledge models camgi¢ each other to define
a collaborative planning information visualisation saéma These knowledge mod-
els permit the organisation and modelling of realistic @iodrative environments of
planning from an information visualisation perspectiveem a reasoning mechanism,
applied to the knowledge bases available, results in ositpstialisation plans, tailored
for each situation.

2.2 Visualisation Framework: Semantic Modelling

In the proposed approach, the definition of the Planning alisation Framework is
expressed through five different models that define the mspeas of the problem.
The next subsections will explain each of them in detail.
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Figure 2.1: Framework architecture.

2.2.1 Multi-Modal Information Visualisation Ontology (Enha nced

by Sound)

Information Visualisation (1V) is defined in [Card et al., %&s the use of computer-
supported interactive visual representation of abstrata tb amplify cognition. Many
classifications of visual representation exist in theditere. [Shneiderman 2004] clas-
sifies data types of information visualisation in: 1-Dimiensl, 2-Dimensional, 3-
Dimensional, Multi-Dimensional (more then 3 dimensioA®mporal, Tree, and Net-
work data. [Lohse et al., 1994] propose a structural clasgibn of visual represen-
tations based on hierarchically structured categoriess @lassification is divided in
six groups: graphs, tables, maps, diagrams, networks ang.i@nother classification
of visualisation types is proposed in [Burkhard 2004] fropesispective of architects.
The visualisation types described are: sketch, diagraragéemobject, and interactive
visualisation.

These classifications are relevant in many aspects, imgjuuilp to construct the
framework categorisation, to understand how differenesypf visualisation communi-
cate knowledge and identifying research needs. Furtherntioe existing development

of prototypes for each category offers design guidance.
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Related to user tasks in information visualisation, [SHaanan 2004] classifies
seven kinds: (1Pverviewof the data set, (ZYoom inon items, (3)Filter out items,
(4) Details-On-Demandbo select items and get details, @¢lateto view relationships
among items, (6History to keep history of actions to support undo, replay, etc., and
(7) Extractto allow extraction of subsets and of query parameters. IQés&s can be
considered a special form of manipulation, suctDagct Manipulationor Dynamic
Querieg[Shneiderman, 1992] [Shneiderman 1994].

However, despite the power of information visualisationgértain circumstances
it is not sufficient to transmit knowledge to users. Peopknagate information in
different manners and have distinct limitations and rezmients. For instance, deaf
or hearing impaired people have different needs relatechfirmation acquisition.
Therefore, different modalities of visualisation and matetion are needed for different
users. For this reason, to permit broad possibilities ofipllag information delivery,
included in the framework are not only visual representegibut also other forms of
user interaction, such as natural language interfacingrtbonly in textual form,
but for instance also voice; sonification and use of sountds, as other forms for
communicating knowledge. To that end, the modalities aenl toncepts are modelled
in the “Multi-Modal Information Visualisation Ontology'however enhanced by the
aspect of sound. Sound was considered relevant to our warkuise it can play an
important role in augmenting cognition in environments alfaborative planning. For
example, in situation where human agents are carrying ongdacution on the move,
they might need to use their hands and/or eyes to perform tidegks, so sound is a
resource to be used in situations like that, to deliver imi@tion.

This model and ontology definition are derived from previeusks on classifi-
cations of information visualisation [Wilkins and desJas] 2001]. In addition, they
are based on requirements for planning information visaéitbn to realistic problems,
which is representative of the type of scenarios that anegoirgeted. The core of the
semantic definition of this model is centred on multi-mocdibrmation visualisation
and communication definitions and also on user tasks thabea®erformed upon the
visualisation modalities.

The ontology includes the following main categories andcegts for a multi-
modal approach of information visualisation, enhancedduns:

e 1-D Textual: based on textual representation of information. This midéd
appropriated for simple devices that do not have many coatioutal resources
to present elaborated visual representations;
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e 2-D Tabular/GUI/Map: considers abstractions of information that are repre-
sented in two dimensions. For instance, tabular, GUI and reppesentation.
Tabular defines a more structural way to present textualr{buonly) informa-
tion and together with GUI and map based, these represemsatquire devices
with more computational capabilities to present inforrmati

e 3-D World: considers three-dimensional representations of the wWorlohfor-
mation presentation. Due to the more sophisticated natutieecinformation
structure, this category is suitable for more powerful desgi

e Complex Structures: includes complex abstractions of data representation for
information visualisation, such as: Multi-Dimensionale& and Network repre-
sentations. Multi-Dimensional concerns representatcamsidering more then
3 dimensions. One example of abstractions of this type isuteeof parallel
coordinates [Macrofocus, 2005] that represent severaédgions via a vertical
bar for each dimension. Tree and Network visualisation @ iacluded in this
category of complex structures. In the literature thereraagy approaches to
address these structures and the nature of some data typesrefit from these
forms of representation;

e Temporal: Many solutions for temporal data visualisation is proposadhe
literature. Temporal data needs special treatment. Fdancg, works such
as LifeLines [Alonso at al., 1998] address this problem. Ha ontology, this
modality abstracts the concepts involved in the presenmtati temporal data;

e Sonore (Audio/voice):incorporates audio and voice solutions in the modelling.
Audio and voice aids can be very useful in certain situatiavi®ere user agents
are unable to make full use of visual information or doing oelroperation of
devices;

e Natural Language: natural language concepts are also considered within the
semantic modelling. Although there are arguments whicHyrtiat natural lan-
guage cannot completely substitute graphical interfaaaé¢iderman, 2000], it
is suitable for many situations.
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2.2.2 Planning Information Ontology

The “Planning Information Ontology” categorises, firstlyaahigh level, planning in-
formation about the following natures or aspects of plagnin

e Domain Modelling: includes concepts of planning information related to do-
main modelling;

e Generation: here, the semantic modelling is concerned with plan geloerat
information concepts and abstractions;

e Execution: includes vocabulary regarding plan execution;
e Simulation: models abstractions regarding plan simulation infornmatio

Each of these aspects of planning deals with different tgpegormation. There-
fore, in this model/ontology a mapping was made trying tegatise types of planning
information within each of the aspects of planning mentihbefore, but keeping an
information visualisation perspective in mind. Thus, immdon modelling, for ex-
ample, we desire the visualisation of resources, enviranpaand/or goals definition.
On the other hand, in planning generation we give more engshts show the ac-
tions/operators applied to solve problems.

For the modelling of these ideas, the following conceptscarssidered in the on-
tology:

e Planning Information: the conceptual definition of planning information for
the purpose of the visualisation framework is based or<thé&l-C-A> model
[Tate, 2000] for collaborative planning processes. [Polgad Tate, 1997] dis-
cussed comparisons among different planning representaiguages as candi-
date for standards. The result of that analysis wasiai-OVA > [Tate, 2000],
antecessor of theI-N-C-A> model, had a better coverage rating in comparison
to the other representation models. The study was madediogaio several
rigorous process requirements (more details can be foutittipaper), and that
concluded that the:I-N-OVA > was the most general representation. Thus, the
results of this study show that tkd-N-OVA >/<I-N-C-A> concepts fit the de-
sired features of our approach;

e Planning Information Aim: considers that planning information can be used
for different aims, these can be domain modelling, plan geme, plan exe-
cution and plan simulation. According to the literature axisting planning
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systems, depending on the aim, planning information is @ggred in differ-
ent ways. Thus, the framework recognises that informatedivelry for domain
modelling is not the same as that for plan generation, fompte;

¢ Planning Information Delivery Strategies: based on the literature and existing
planning systems, it is possible to identify that each pilaginformation aim
category (domain modelling, plan generation, plan exeouéind plan simula-
tion) deals, in general, with different types of informatticAs a result, different
delivery strategy can be identified for each one, because #re different re-
quirements of data presentation, summarisation, etc.

Therefore the main aim of this ontology is to abstract and @htitese concepts re-
garding planning information from the perspective of thagmal framework objective
of information visualisation.

2.2.3 Devices Ontology

The devices ontology [Lino et al., 2004] permits the degmipof the types of devices
being targeted, such as mobile devices, cell phones, P&&kepcomputers, etc. The
representation will be made in terms of their charactexgstdevice profiling): screen
sizes, features, capabilities, etc. However, the reptatien is intended to be generic
enough to permit easy extensions to future technologieds iSha positive aspect,
mainly because the mobile computing area is evolving vesy fa

Composite Capabilities/Preference Profiles (CC/PP) [W3 Consoy2004a] is an
existing W3C standard for devices profiling. The approach offfCAas many bene-
fits. First, it can serve as a basis to guide adaptation angibpresentation. Second,
from the knowledge representation point of view, since ltased on RDF (Resource
Description Framework), it is a real standard and pernstgitegration to the concepts
of the Semantic Web construction. For future works, we eaggsa Semantic Web ex-
tension associated to this framework. Third, another atdggnis that CC/PP provides
resources for vocabulary extension, although extensibdirestricted.

On the other hand, CC/PP has some limitations when considésiagplication to
the realistic collaborative planning environment that we envisaging. It has limited
expressive power that does not permit broader semantiesgpeness. Consequently
it restricts reasoning possibilities. For example, usingRICit is possible to express
that a particular device is Java enabled. However this kedgé only means that it is
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possible to run Java 2 Micro Edition (J2ME) on that devicet, Bican have a broader
meaning, for example, when considering “what it really netmbe Java enabled?”
or “what does J2ME support?”. Answers for questions likeséheill permit a more
powerful reasoning mechanism based on the knowledge biaiiar the domain. For
instance, if a device is Java enabled and if J2ME supportaigipplication Program
Interface) for Java 3D, it is possible to consider delivgrimformation in 3D models.

For that, there is a need to develop an improved model forcesvprofiling that
will be semantically more powerful. It is necessary to irpmate in the model other
elements that will permit enhanced knowledge represemtaind semantics. The “De-
vices Ontology” proposes a new model approach that intem@shhance semantics
and expressiveness of existing profiling methods for coatparial devices, such as
mobiles. Consequently, reasoning capabilities will alsetieanced.

Semantic improvement is categorised as follow in the neweahbeing proposed:

e Java Technology Semantic Enhancementthis category intends to enhance
semantics related to the Java world. It is not sufficient tovkinhat a mobile
device is Java (J2ME) enabled. On the other hand, providiogerand de-
tailed information about it can improve device’s usabilitiien reasoning about
information presentation and visualisation on devicesr tRat, in this new
proposed model is included semantics of information abeatures supported
by J2ME, such as support for 3D graphics; J2ME APIs (AppicaProgram
Interface), for instance, theocation APIlthat intends to enable the develop-
ment of location-based applications; and also J2ME plggsach as any Jabber
[Muldowney and Landrum, 2000] plug-in that will add funactatities of instant
messaging, exchange of presence or any other structureanaftion based on
XML.

e Display + Sound + Navigation Semantic Enhancementone of the most cru-
cial restrictions in the development of mobile device ifdgees is the limited
screen space to present information. Two common resowdsgiass this prob-
lem are sound and navigation approaches. Sound has beemststl of text
or graphics to present information. For example, by provgdsound alerts that
indicate a specific message to the user. Sound can be veryl ussftuations
where users are on the move and not able to use hands andéodeyending
on the task that they are executing. Navigation can also bd ssmetimes to
improve user interface usability. However, good navigatitesign has some
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complexity due to: device diversity and because in somecgevnavigation is
closely attached to the device’s characteristics (spbaotabns, for example). So,
this category intends to enhance semantics related to #sgsets, providing
good coordination and reasoning through these resoura@sgdeollaborative

processes.

e Open Future New Technologies Semantic Enhancementhis category of se-
mantic enhancement is the more challenging one in this neslehproposition.
Mobile computing is an area that is developing very quiclkigw devices and
technologies are being created every day. In this way iy éacreate technolo-
gies that will be obsolete in few years time. Trying to oveneothis problem,
we envisage that it will be possible to provide semanticsitore new technolo-
gies in mobile computing via general classes and vocabirettye model and
framework proposed.

2.2.4 Agents Ontology

This ontology is used to model and organise agents (softaragdehuman) regarding
their mental states, capabilities, authorities, and pesiges when participating in a
collaborative process of planning. The development of dhi®logy is based on two
existing concepts: BDI [Rao and Georgeff, 1995] and I-Sp&ate et al., 2002].

The main requirements of this model/ontology is to satiségds for reasoning
about the roles of agents in the organisation when particigan collaborative pro-
cesses of planning, and all aspects related to it. In adglittee agents mental states
regarding their goals, strategies and preferences in theeps are included.

BDI (Belief-Desire-Intention) [Rao and Georgeff, 1995]tiee most popular con-
cept used in agent-based modelling and programming. B stam@elief (Data), D
represent®esire(Goal) and | stands fdntention(Plan). Each agent has its own BDI
instance so that to achieve some goal (Desire), the agentanalyse the related data
(Beliefs) and choose an appropriate plan (Intention).

I-Space is the I-X concept for modelling collaborative ongations of agents. I-
Space allows the management of organisational relatipashich as peer/peer or su-
perior/subordinate. For each of these relationships weasanciate specific forms of
interaction, which characterise each relationship initleta

The following main concepts are modelled in the agents ogiol
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e Mental States: represents the agents’ mental states:fBB)ieDesire (D) and
Intention (1);

e Roles: this concept is regarding the role the agent playlsarptanning process.
Roles are also associated with responsibilities, capsiland authorities;

¢ Relationships: agents are organised in virtual orgamrafisuch as hierarchical
structures. Agents related to other agents, and theséoredatps can be: supe-
rior, subordinate, peer or contact. Relationships defimeesles regarding, for
example, delegation of tasks that has implications forrmgttion visualisation
strategies;

e Preferences Profiling: through the concepts modelled fayents can specify
preferences regarding modality of visualisation, devigexperties, etc. Based
on these profiling techniques it is possible to adapt plajnmformation presen-
tation and delivery to the agent requirements.

2.2.5 Environment Ontology

The environment ontology is responsible for permitting reggion of environment
awareness. In particular, location-based awareness g lweinsidered, where this
type of information can be based on GPS (Global Positioniygjesn), for example,
and such like. Dealing with location-based informationlwailow the guidance of
presentation of information. Therefore, the main conceptefied in this ontology
is Geographic Locationwhere agents localisations in terms of global positiorand
related properties are specified.

2.3 Reasoning Mechanism

This set of ontologies allows the development of reasonimghanisms related to
visualisation in collaborative planning environmentsisigection gives an example of
reasoning considering device profiling.

As discussed previously, one of the goals of the knowledgaetsas to improve se-
mantics. For instance, considering mobile computing, iiespe existence of models
for expressing concepts regarding device’s profiles anulifes, they were not enough
for the level of knowledge and reasoning we envisage. Thueur device ontology
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we tried to make available broader semantics that would penmproved reasoning
for tailored information visualisation and delivery.

Figure 2.2 presents an extract of the devices ontologyguGWL (Web Ontology
Language) as the knowledge representation language [W3 Gims02005€e], where
we can see the definition of classes and properties that pagrendava question ex-
ample of the previous paragraph be represented and useddonreipon. The class
PDADevice allows the instantiation of individuals that megent a particular device.
Through the JavaEnable property defined for this class, possible to express that
a specific PDA is Java enabled. The unique instance of the JAMIS specifies the
features of the J2ME platform. For instance, this classimaptoperty 3DSupport that
expresses the semantic of supporting features of 3D v&ataln models or not.

Using the classes and properties defined in the devicesogytal is possible to
express instances of real world devices used by human ageotdlaborative envi-
ronments of planning. Hence, the reasoning mechanism hedsowledge base and
reasons upon it to tailor the delivery and visualisatiomnddrmation.

An important question regarding the knowledge represemtatpproach was de-
ciding in whether to express the ontologies in OWL [W3 Consanti@g005e] or RDF
[W3 Consortium, 2005b]. One relevant aspect to consider wgerdang semantic ex-
pressiveness, i.e., we wanted a language that would pravide ways of stating gen-
eralisations about the concepts involved, however in a &may.

Using OWL rather than RDF was motivated by the fact that OWL ples addi-
tional vocabulary and also formal semantics to enhancesgrrexpressiveness and to
facilitate machine interoperability. Both RDF and OWL hakege language features:
bounded lists, extensibility, formal semantics, inherit®, reification and inference.
However there are some features only found in OWL, such adirgity constraints,
class expressions, defined classes, enumerations, emgeallocal restrictions, and
qualified constraints. These assumptions are valid forahguages specification un-
til 2006. However in future versions of RDF and OWL languagescs#fications new
features can be incorporated.

The meaning of these features are briefly discussed bellmwever a more com-
plete explanation can be found in [Antoniou and Harmele420

e Bounded Lists: there is an indication that the list is cortgle
e Extensibility: it is allowed new Properties to be used witiséng Classes;

e Formal Semantics: it provides a formal notion of meaning tizen be used for
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automatic inference rules. Examples of techniques forigpeg the seman-
tics of a formal language are model-theoretic and axionfatims. A model-
theoretic semantics provides a formal meaning for both RBRFQ@WL;

Inheritance: RDF and OWL suppa@tibClassOfandsubPropertyOffor inheri-
tance definition;

Reification: it provides a standard mechanism (for examgplstatement to be
the subject of another statement) for recording data ssuto@estamps, etc.
without intruding on the data model,

Inference: OWL provides additional information useful feasoning engines,
such as, the constructs related to transitive, unambiguausrse of and dis-
joint properties. RDF/RDFS has basic support for reasohasged on class and
property inheritance, however semantics is a prerequisiteeasoning support.
The broader expressive power of OWL allows a richer inferesugaport. Nev-
ertheless, there is a trade-off between expressive povwkeeticient reasoning
support. In general, the richer the language is, the lessiexiti the reasoning
support becomes. So, a compromise is needed to guarantg@eidntity;

Cardinality Constraints: it limits the number of statemenith\the same subject
and predicate (for instan@ardinality, minCardinality, andmaxCardinality;

Class Expressions: it allows class expression, for exanmplerms of union,
disjunction, intersection and complement.

Defined Classes: it allows new classes to be defined based parfyr@alues or
other restrictions of an existing class or class expression

Enumerations: it allows specification of a restricted sevalfies for a given
attribute, for examplepneOf;

Equivalence: it supports reasoning across ontologies and@/ledge bases. For
instancegquivalentTacan be applied for classes, properties, and instances;

Local Restrictions: it allows restrictions to be assodlatgth classes and prop-
erties. For example, associating domain and range with gepty allowing the
color property to be used for different classes with difféaréomains;
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¢ Qualified Constraints: It permits expressions of qualifiextrietions. There are
examples of qualified constrainttiasClassQcardinalityQ, minCardinalityQ
andmaxCardinalityQ

Therefore, the absence of some of these features in RDF amigtence of others
in the OWL language specification was a differentiator. Sofmth@se features were
necessary to our approach, to impose restrictions on theeloodologies.

One aspect that RDF lacks, required for our approach, is tohagy language what
can formally describe the meaning of terminology used inrttoelels, but with more
expressiveness. If machines are expected to perform usefsbning tasks on these
models, the language must go beyond the basic semanticsBR®RDF Schema.

Nevertheless, what really differentiates OWL and RDF fromaqpproach perspec-
tive is the common practice in the field of vision, sensor, ieotlevices and/or plan-
ning. In these fields people are more inclined to use OWL rétieer RDF. So it is a
good practice to adopt a similar language, so that a traoslaetween languages will
not be necessary in case of our framework is adopted andatézbin other projects.
Another argument is that our framework was designed to bensitle, thus, aiming
at a language with more semantic expressiveness will eésyasgk of knowledge en-
gineering and automatic processing, since OWL would offerarpossibilities than
RDF.

Also, another distinction between these two languagesdsctass level axiom
descriptions presented in OWL, which allow one to operatecass level. However
we are not using this functionality in this first version ogétlhamework, but that would
be a good direction for further exploration.

In addition, we can say that RDF is more primitive as an omgficial language and
its reasoner is also not as powerful as the OWL one. A powegagaoner is a desirable
feature for us when examining and improving the ontologmeslels. This facility is
also necessary when the approach is used for differentcapioln domains.

An example of difference between RDF and OWL is: RDF enablaswie assert
facts, such as “agent X is named FireBrigade-1" or “locatas a building in Kobe”.
RDF Schema is more flexible, so that it enables that we desedlsabularies and
create relations between them to describe things such astagis in a location Y”.
Differently, OWL enables that we describe relationshipsyeein vocabularies such
as “fire brigades iocationY are in the same place that ambulancepasitionZ”.
With OWL we can express that location is the same than positieur domain area.
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Thus it exists in OWL semantic interoperability, and not ostiyictural and syntactical
interoperability as in RDF.

Related to the reasoning, using these relationship desergowe can specify facts
in our domain such as: (1) N-Dimensional is a modality, (2)hbibee and network
modality extend from N-Dimensional, (3) X is an agent, and{4loes not have a tree
library. Then if X must use a N-Dimensional modality, we abutfer that X should
use the network modality.

Another example is that using OWL descriptions we can spgiafyinstance, that
the classes One-Dimensional, Two-Dimensional and Sp&tiattures are disjunc-
tive. If we say that a device can only use the One-Dimensimalality, then the other
two classes are automatically eliminated from the reagpagope. Furthermore, all
the modalities that extend these two classes are not takeansideration during later
reasonings (in this case only Sonore and Textual modaditiesised).

Note that we are given here some introductory examples agation to justify the
use of OWL rather then RDF as knowledge representation layggumour approach.
These examples are based on the conceptual semantic mgdethich is found in
details in Chapter 7.
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<l Information about the Ontology--=

<oyl Ontologyrdftabout=""=
=rdfscortnent=Desaces Cntology=rrdfs comrnent=

<foad: Cntolog =

<l-- Classes Defiration --=
=owl:Class rdf ID="PD&Device "=
=pdfs cormree nt=An instance of the class
P& Desrice represents the details of' a
particular device </rdfsc oranent=
=rdfs: b ClassOf
rdf resonrce ="#CT DO Condiz Denices"i=
<hogd: Class=

=il Class vt ID="T2LIE"=
=rdfs: corre nt=The instance of the class JEWE
express the featnms of fhas
torre. =rdfscomenent=
=rdfz: subClassf
=mal: Bestichon=
<ol cardimality rdfidata type=
&xad rontegatnelnteger=1<fowl cardinal ity
=fovd Festnction=
=fmlfzmhClass0f
=fowd: Class=

<l-- Datatype Poperties —=
<oyl Datatype Property df ID="JavaE rable "=
=rdfs: doram rdfire sonrce=H#D ADevice" 1=
=rdfs: range rdf resonrce="&xad hoolean"f=
<foad: DatatypeProperty=

<l-- Datatype Properties —=
<oyl DatatypePropertyrdf ID="30G upport =
=rdfs: domain rdfire source=#2IVE" =
=rdfs: range rdf resonrce="&zxad boolean'f=
<fowd: DatatipePropertye=

Figure 2.2: Extract of the device ontology, part of our framework semantic modelling.






Chapter 3
Motivating Scenario

This chapter illustrates the framework proposed using avaiiig scenario. The do-
main used for the scenario is the I-Rescue [Siebra and Ta@d]2which suits the
requirements for the types of domains we are envisagingt,Fire I-Rescue scenario
will be briefly introduced. Second, semantic modelling epéaa will be given using
the ontologies that compose the framework and in additi@saeing cases are dis-
cussed. By examples, we will try to show that the reasonimgpmment of the frame-
work will permit adjustment of the visualisation modal#ieo several aspects related
to the contextual collaborative scenario of planning: agjettevices, environment con-
ditions and type of planning information requirements. Bimologies developed for
conceptualisation and formalisation of such aspects plajeain facilitating reason-
ing. In this way, planning information will be delivered irtalored manner.

3.1 Domain Characteristics

Despite the proposed framework being designed to be geardalomain indepen-
dent, the type of domains we are envisaging applying thedvemrk to would have the
following characteristics:

¢ Realistic collaborative domains of planning;

e The complexity of the domain will include relevant plannikigowledge to be
modelled through the ontologies;

e Including both human and automatic input (human input isetomes critical
and automation can improve plan quality and reduce plantimme);

27
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¢ New situations can be created unexpectedly, resulting ieeal o rapidly as-
semble responses; and

e Distinctive users participate in the process, thus it isangnt to have mecha-
nisms to customize visualisation responses to suit theshekal particular situ-
ation.

The domain we will use in this motivation chapter has theseattteristics and will
be introduced in the next sections. These characterisiltpevmit the exploration of
the framework potential. The motivation examples presthere have the goal to give
an introductory idea about how the framework works and natéithe reader, but later
in this thesis it will be further explored with more robustexples.

3.2 I-Rescue Project

The framework is aimed at realistic domains of collaboefanning. The I-Rescue
domain fits the requirements of such domains. The I-Rescebii®&and Tate, 2003]
project is an effort to build knowledge-based tools to applsearch and rescue or
disaster relief domains.

In [-Rescue scenarios, human and software agents workitegand share knowl-
edge and capabilities to solve mutual goals in a coalitiggpett systems fashion. An
important feature in systems like that is their ability tgport collaborative activities
of planning and execution. During planning processest @gents share knowledge
so that a plan can be built in accordance with the perspect¥each agent. Then
the activities in the plan execution are assigned to spegi@nts, which will use their
individual capabilities to perform their allocated tasks.

I-Rescue scenarios consist of relief situations in natdissters or adversities
caused by humans. Situations like that need for an immediaf@nse by joint forces
with the main objectives of saving lives and minimising suffig. I-Rescue can be
instantiated in many situations/scenarios.

The Kobe Earthquake of January 1995 is an example of howtdrsasave tragic
effects in urban areas. More recently the tragedy of Theamdcean Tsunami in
December 2004 that had unseen proportions of effects. tlihsalike that need an
immediate response to relief human loss and suffering. Bleeofl Al techniques and
applications can help aid support, and a broad range of ppities exist to do so.
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We intend to contribute with our framework for informatiorsualisation support.
We are going to use thKobe Earthquakean instance also used by the I-Rescue
project, for the purpose of scenario motivation for the feavork proposed.

3.3 |-Kobe Domain Modelling

The Kobe Earthquakéhappened on Tuesday, January 17th 1995, at 5.46am (local
time). It had the magnitude of 7.2 on the Richter scale. Itnseaample of how
natural disasters can have an affect on human life. The Kegem is the second
most populated and industrialised area in Japan after Tekgoa population of 10
million people. The earthquake shook the ground for 20 sagokilling 5,000 peo-

ple, and leaving 300,000 homeless. The estimated matemahde was of ten trillion
Japanese Yen (about 41,786,176.00 British Pounds) imgudiads, houses, factories
and infrastructure.

Scientists are aware that Japan and other areas are moepshlecto earthquakes,
due to the meeting of tectonic plates below the countrytaser, and are studying ways
to predict the occurrence of quakes more precisely. On therdtand, being aware of
such predictions, computer scientists are also workingupparting technologies and
tools to provide aids to disaster relief situations. ThesksBue [Siebra and Tate, 2003]
project, for example, is an effort from the Al (Artificial leligence) community to
provide knowledge-based tools to aid search and rescusastdr relief domains.

Based on this context, we have chosen the I-Kobe scenanmmodtivating our visu-
alisation framework. We caltKobe a knowledge-based model inspired on the Kobe
Earthquake. In the following, we are going to illustrate thedelling of the domain
from the visualisation information perspective by meanghaf ontologies (Agents,
Devices, Planning Information, Environments, and Multdal Information Visuali-
sation) proposed in the framework.

3.3.1 Agents

Different agents patrticipate in the collaborative procafsplanning in thel-Kobe do-
main. Each agent has different characteristics such as; gpel of command, ability
and quantity. Table 3.1 illustrates the modelled agentsgyaating in the process.
The notation used here for agents names and functions islpakiased on the
one used in th&oboCup Rescue Simulatofhe RoboCup Rescue SimulatRCR)
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Agent Type Level of Com- Ability Quantity
mand
Search and RescueStrategic Command 1

Command Centre

Ambulance Centre Operational Coordination 1
Fire Station Operational Coordination 1
Police Office Operational Coordination 1
Fire Brigade Tactical Extinguish fire 2
Police Force Tactical Clear roads 2
Ambulance Team Tactical Rescue injured civilians 2

Table 3.1: Agents in the I-Kobe scenario.

[Kitano and Tadokoro, 2001] is a real-time distributed dimion system that is built
of several modules connected through a network via a cekdrake| which manages
communications among such modules. The use of the RCR notatidue to the
use of the simulator in other projects also related to theesdre project, such as
[Siebra and Tate, 2003].

3.3.2 Devices

Distinct devices can provide agents with information visaion. Each device has
different features, such as: mobility, screen size, preiogscapacity, networking and
connectivity, etc.

Table 3.2 illustrates the type of devices considered foh@dthe agents illustrated
in Table 3.1 on the I-Kobe domain:

In brief, agents that work on a strategic level (Search argtRe Command Cen-
tre) are able to use more sophisticated computational ressufor instance, fully
equipped command rooms. Agents that work on operational (&mbulance Centre,
Fire Station and Police Office) have access to desktop sgstEmally, agents work-
ing on a tactic level, normally working on the move, have asd® a more restricted
computational platform, making use of mobile devices.



3.3. I-Kobe Domain Modelling 31

Agent Type Device Type

Search and Rescue Command Centre  Fully equipped command room
Ambulance Centre Desktop

Fire Station Desktop

Police Office Desktop

Fire Brigade Mobile device

Police Force Mobile device

Ambulance Team Mobile device

Table 3.2: Devices in the I-Kobe scenario.

3.3.3 Planning Information

Planning information can be classified according to difié@tegories, for instance:
Issues, Activities, Constraints and Annotations. Howestepending on the planning
process phase (generation or execution) the method/nypé@alidealing and visualis-
ing information can change. Table 3.3 illustrates exampfgdanning information to
be dealt with by agents in the collaborative process of ptanim the I-Kobe domain.

3.3.4 Environment

The environment ontology represents features of the emwiemt that can have influ-
ence on the visualisation process. As discussed beforpriti@pal component of this
ontology is the agent location and its scenario of operatimr example, considering
I-Kobe, the location of agents can be presented via a GP®agpif the agents are
on the roads. However, if agents are performing inside dfiings, its position could

be found out via the analysis of reflection signals from thd#kerent sources. Table
3.4 shows some environment elements that can influencegbeligation process.

We can imagine several other domains where the environnaenaih influence on
the information delivery process. For example, during spagerations, GPS and maps
are not appropriate, for underwater missions in generaldngwwannot talk because of
their breathing equipment, and scenarios that involvenihation issues. For this last
case, consider the situation where agents are taking padnre nocturnal military
mission, where the use of bright devices could expose thusitipns. Thus, a sound-
based system could be a better solution in situations li&e th
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Planning informa- Description

tion

Issues Outstanding questions to be handled and can represen
unsatisfied objectives or questions raised as a result of
analysis or other deliberative processes.

Activities Represent components that are to be includedptaa.
They can themselves be plans that can have their own
structure with sub-activities and other elements.

Constraints Restrict the relationships between activiiieslescribe
only those plans within the plan space that meet the re-
quirements. Constraints have an associated type such as
world-state or temporal.

Annotations Account for adding complementary human-céergnd

rationale information to plans. They can be seen as notes
on plan components, describing information that is not
easily represented via the previous components.

Table 3.3: Information used during planning generation and execution.

3.3.5 Multi-Modal Information Visualisation

Finally, Table 3.5 shows preferences about visualisati@hods, according to the
multi-modal information visualisation ontology. The tal$ a simple example of how
different agents of the I-Kobe scenario (Commander, fireastatnd fire brigade) can
have different visualisations preferences based on theient planning aspect (gener-
ation or execution). Note that depending on the planningetsgnd agent role, agents
are performing different tasks (fire prediction, monitayjretc.). These tasks manipu-
late a different set of information, which can require diffiet methods of visualisation.
The examples in the next section (Section 3.4) stress thess,ishowing how all this
knowledge, modelled via ontologies, can be used to reaclpampariate information
delivery method.

Note that the information in parentheses indicate the Visatton methods sug-
gested, where: MAP stands for the map visualisation meth&XT the text mode,
GUI for the graphical user interface modality, while NLPrsda for natural language
processing types of modalities. A detailed overview of tiseialisation modalities are
presented in Chapter 7.
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Element Example in I1-Kobe
Space Indoor (in buildings), Outdoor (on streets)
Position GPS (plain scenarios like streets), trianguhabased (in buildings

or other scenarios that require a better location precjsion
[llumination Normal (daytime operations), restrictedhiong (nocturnal opera-
tions or in tunnels)

Table 3.4: Examples of environment features.

Plan generation Plan execution

Commander  Fire prediction (MAP) Information acquirement (TEXT)
Fire Station Schedule (GUI) Monitoring (GUI)
Fire Brigade  Pathfinder (MAP) Report generation (NLP/voice)

Table 3.5: Examples of categories of visualisation.

3.4 Reasoning Examples

The reasoning mechanism is based on scenariggeAariois defined by instance in-

puts of the models/onlotogies (Agents, Planning InfororgtDevices, Environments
and Multi-Modal Information Visualisation). Figure 3.1ustrates the basis of how
the reasoning works in the framework. First, instances eitilodels/ontologies feed a
knowledge base. Following, these instances define diff@@mtextual scenarios. The
reasoning then occurs upon these defined scenarios. Tlmnnegss based on a set of
simple rules. The reasoning results in the delivery of tatovisualisation modalities,

suitable to each specific scenario.

The next sections will discuss three reasoning motivatiem®les, each trying
to focus on a different aspect of reasoning. The reasoniaghple in Scenario 1 is
agent-oriented, the reasoning example in Scenario 2 isiress-oriented, while the
reasoning example in Scenario 3 is device oriented. In eaehasio, the reasoning
mechanism will use rules that will determine a tailored aiggation approach suitable
to the situation.

3.4.1 Reasoning Example Scenario 1 - Agent-Oriented Rules

Scenario 1 is defined by@mmand Centragent, participating in the generation phase
of the planning process and using a fully equipped commaachro visualise plan-
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Figure 3.1: Reasoning mechanism.

ning information. A command centre agent performs at thegtagic level of decision-
making, which accounts for developing plans at a high le¥@bstraction. Thus, the
principal tasks of this agent are related to analysis ofrméttion and definition of
directions and priorities.

In the I-Kobe disaster relief domain, where several firespreading over the city,
the planning model can contain the task “Control fire-spmegidi So, the command
room function, in this case, is to analyse the situation, engiledictions according
to the information available and decide where to concenttia¢ resources to avoid
the fire spreading. For that, agents will need to access amdpuoiate world state
information such as: position of fires, speed and directiomind.

Based on this scenario definition, the reasoning mechanigihapply a certain
group of rules to determine a suitable information viswlen approach. This set of
rules determines if the information visualisation applo#& mainly agent-oriented,
device-oriented, planning information oriented or enmireent oriented.

Scenario 1 is an example where agent-oriented rules sheugbplicable. This is
due to many aspects, but one argument is that since commamd i&re fully equipped
with resourceful devices for planning information vissaliion, it is pointless, for ex-
ample, to reason about visualisation in devices with retstns. In this case, it is
more important to reason according to the agent’'s chatiatitsr. roles, preferences,
abilities, etc. A set of rules that can be applied to this ¢éasxpressed in follow:

Dgevice= (command-room,desktop,mobile)

Dyisusalisation= (text,GUI,map-based,sound,voice,3D,NPL)

Dyian = (generation,execution)

VX,Y X € Dgevice\ Y € Dyisualisation/\ 1S(X,command-roomy- Possible(y)
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VX,y X € Dpjan A'Y € Dagent A Is(y,commander)> Requiredinf(world-state)
VX X € Dpjan A Is(x,generation)\ Requiredinf(world-state}> Pref(map-based)

The first three statements restrict the domain of devicasialisation methods and
plan phases to a discrete and simple set of elements. Ndtmthaeal domain, such
sets tend to be much more complex. For example, the elemdpitenio the device
domain can be represented by several different PDA devicdetao The next three
lines (rules) express the following ideas respectively:

¢ If the device used for visualisation is a command room, theyn kand of vi-
sualisation is possible because this device has a broaé @ngpmputational
capabilities and high processing power;

e For any planning phase, the principal information requivtgdhe commander is
related to states of world;

e During the plan generation phase, if the required infororais related to the
state of the world, then the preference for visualisatidghésmap-based method.

Then, a possible output of the visualisation reasoningesyso represent the world
state properties, in specific the wind properties, durirggglanning generation to the
commander agent could be represented by the figure belowr@=82):

3.4.2 Reasoning Example Scenario 2 - Planning-Oriented Rul  es

Scenario 2 is defined by Bire Stationagent, participating in both plan generation
and execution phases. Its device is a common desktop, whecArgrassuming has
limited processing capabilities to run 3D and NPL applmas. A fire station agent
performs at the operational level of decision-making, Wwhaccounts for refining the
plans produced at the strategic level, mainly providingdiggstical resources for them
via processes of resource scheduling and load balancing.

The plan generation of fire stations can be summarised irotleving way. When
the fire station receives objectives from the strategicllevestarts by checking the
necessary conditions and options to reach the objectieesrding to their available
resources that are represented by fire brigades. Using dwdaigtechnique, the fire
station can choose the best configuration to allocate tastkeir fire brigades so that
resources and time are elements that must be representeithéogn this planning
phase.
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Figure 3.2: Example of visualisation output for scenario 1.

During the phase of plan execution, fire stations performtéis& of monitoring
the performance of their subordinates to check the statal{t executing, complete
or impossible) of the delegated activities. So we can naettie kind of information
manipulated here is different from the plan generation phas

Intuitively, lets consider that both types of planning imfation (resource/time and
reports) are better visualised via a GUI-based visuatisatin this way, we can write
the following rules for this scenario:

VX,Y X € Dgevice\ Y € Dyisualisation/\ I1S(X,desktop)\ =(Is(y,3D) V Is(y,NLP))
= Possible(y)
VX,y X € Dpjan A'Y € Dagent A IS(y,FireStation)=- Preference(GUI)

While the first rule synthesises the idea that a desktop desie®le to run any
option from the visualisation domain, apart from NLP and 3iians, the second rule
says that independently of the plan phase, the preferessiahlisation method to fire
brigades is GUI.

This scenario uses some simplifications so that the real Bxityof the visualisa-
tion problem is hidden. For example, there are several tgpedesktops so that some
of them are able to run 3D and NLP applications, while otheesnat able to do that.
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In this way, the reasoning process must verify details ohesevice, which must be
specified in some form of knowledge representation. Anoieresting example is
the use of graphics (GUI) as a form of visualisation. The sdaule implicity says
that resource/temporal and reports planning informatrerbatter visualised via GUI.
However, in fact, the GUI for these two kinds of informatioancbe very different.
For example, to the first set of information (temporal/reses) the GUI tends to be
similar to Figure 5.11 (Chapter 5), while the GUI for repontsitt be based on the idea
of Figure 3.3, where colours represent the status of theites (White: not ready for
execution; Orange: ready for execution, Green: in exenytilue: execution com-

pleted).

(a) Cycle 05 (by Cycle 08 (c) Cycle 11 (d) Cycle 15 (e) Cycle 17
-Actnities -

Descripon |... Action | Arfion Agtion Action | Acfion |

Clearroad 38 | w|w SchaduleTo PolicaForce! || |w SeheduleTo PaliceForcel1| W ScheduleTo PoliceForcedt | | ScheduleTo PoliceForced!| | - SeheduleTa PoliceForced]!
| v  ScheduleTo PoliceForce | SeheduleTo PoliceForsed | StheduleTa PolicaForce03) | ScheduleTo PoliceForce(3
|| | StheduleToPoliceFore07| | SchedueTo PolicsForcs07 | | SeheouleTo PoliceForcel7| | ScheduleTa PolceForcedT
' 'w StheduleTo PaliceForce0d _Schgdi_ll_e'_l'a__E_Dlil:e_FDrtel_]_El_ I Sshe!qu_e_To _E_ol_t_tgF_n(_ce_ﬂEl_ } _ﬁgl_i__eduleIuPuli_ee_F@emi

Clearroad 15w w ScheduleTo Policeforcel0 || w ScheduleTo PaliceFarcein ScheduleTs PoliceForce1 0 SeheduleTo PolicaForcedd ScheduleTa Pnli:ceFmeﬂ_}I

Clearroad 77w w SchaduleTo PoliceFore
Clearroad 32 w)w SchaduleTo PolicaFoscel?

Clearrad_22 -v w ScheduleTo Police

Figure 3.3: Example of visualisation output for scenario 2.

3.4.3 Reasoning Example Scenario 3 - Device-Oriented Rules

Scenario 3 is defined by dxmbulance Tearagent, performing the activity of rescuing
an injured civilian in a collapsed building. Since the analmde is an agent on the
move, it makes use of a mobile device to visualise infornmatithis device has several
limitations so that the range of visualisation methods iy vestricted.

Ambulance teams can use, for example, a pathfinder that fookke best routes
to specific destinations, or a patrolling mechanism to tractées that efficiently cover
search areas. Such mechanisms are used during the plaagem@hase of the am-
bulance team and both mainly require information about tedvstate (e.g., clear
roads) to perform their tasks. A set of rules to describe tsaalisation method for
this scenario can be written as:

VXY € Ddevice/\ Y € Dyisualisation/\ IS(X,mobile)A —(Is(y,3D)V Is(y,NLP)V Is(y,GUI))
= Possible(y)
Vx € Dpian A Is(x,generation)\ Requiredinf(world-state) Environment(outdoor)
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= Preference(map-based)
Vx € Dpian A Is(x,generation\ Requiredinf(world-state) Environment(outdoor)
= Preference(3D)

This first rule states the kind of visualisation mechanisgi¥, (NPL and GUI) that
are not supported by the mobile device. The second and thied specify the context
in which a map (Figure 3.4) and a 3D visualisation are the blesice respectively.
These two rules also show how features of the environmetitisicase outdoor/indoor,
have a role in the decision process. For that, the model gpexboeeds to have a way
to express the features about the environment.

Note that all the visualisation methods are representeel e preferences. How-
ever, the knowledge base needs to have rules to deal with wdmre the visualisation
preferences are not able to be applied. For example, the thie says that a 3D is
the best option if the operation environment is indoor. Hesvehe first rule says that
the mobile devices do not support this method of visuabisatiThus, the reasoning
mechanism must be able to find other visualisation methadfi®situation.
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Figure 3.4: Example of visualisation output for scenario 3.
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Chapter 4

Information Visualisation

The main aim of Part Il of this thesis is to give an overviewattibe use of information
visualisation in intelligent planning systems. For thatleRart Il is divided in three
chapters. Chapter 4 first introduces some basic conceptsedimitidns of the field of
Information Visualisation (IV), which are necessary fottee comprehension and are
subsequently used as basis for other chapters. Then, in &@Hggdnformation Visu-
alisation (IV) is analysed within in the scope of intelliggtanning systems. Finally,
Chapter 6 discusses the main problems and gaps in the arelmwhation visualisa-
tion in planning systems, together with the identificatiémesearch opportunities.

Information visualisation is an important area of intedlig planning systems, how-
ever itis still not very well explored and investigated. iy to understand the area and
its problems and gaps, these three next chapters mainly arakealysis of informa-
tion visualization in Artificial Intelligence (Al) planngpsystems. This study intends
to define how visualisation approaches are characteris&tglanning systems. Some
of the questions that are addressed are: what kind of infa@m&l planning systems
manipulate, have as input, and present as output; whicltespea planning process
need to be interfaced with users; and which are the main typapproaches that the
systems adopt to interface with users and for informaticuhsation.

41
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4.1 Basic Concepts and Definitions in Information Vi-

sualisation

4.1.1 Definition and Origin of the Field

Visualisation itself is defined in [Card et al., 1999] as the 0§ computer-supported
interactive visual representation of data to amplify cdigni, where cognition can be
defined as the acquisition or use of knowledge to permit frisig

Visualisation is originally a subfield in the area of SciéntComputing. Visu-
alisation in Scientific Computing [McCormick and DeFanti, IP& concerned about
handling large sets of scientific data and to enhance ssistability to see phenomena
in the data. In this field data tends (but it is not necessarigtbased on physical data
(human body, earth, molecules, etc.), where the computesed to make visible some
properties. Despite abstract visualisation being produicehis field, the information
in inherently geometrical, based on physical space, fomgte, the visualisation of
0zone concentration in the atmosphere.

Information Visualisation is a different field that triesitacorporate the realm of
abstraction. This field is motivated by three main issueph@lv to cast nonphysical
information in a visual form, such as financial data, abstcnceptions, etc.; (2)
how to render visible properties of the objects of interesid, (3) since this kind
of information does not have any obvious spatial mappingreths the problem of
mapping nonspatial abstractions into effective visuatfor

Information Visualisation [Card et al., 1999] is then defimsdhe use of computer-
supported, interactive visual representations of abisttaia to amplify cognition. Vi-
sual aids to cognition benefit from good visual represeostof a problem and from
interactive manipulation of those representations.

In the last decades, Information Visualisation passed fo@ng a new research
field into the mainstream of user interface and applicatiesigh. Several factors influ-
enced this development, however the development of new amd powerful graphic
hardware was a decisive one. First the Silicon Graphics station and its competitors
in the mid eighties (1980) permitted the development of-teaé interactive graphics
for animation, geometric transformation in 2D and 3D, nesuail effects, and allowed
exploration of visualisation techniques for abstract infation. Later, in the nineties
(1990), the absorption of these graphics capabilities theostandard PC computer
platform allowed information visualisation to be used ingsianarket products.
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The following concepts are related to Information Visuatiisn [Card et al., 1999]:

e External Cognition: interaction of cognitive representations to supportkhin
ing;
e Information Design: design of external representations to amplify cognition;

e Data Graphics: use of abstract, visual representations of data to amgdifni-
tion;

¢ Visualisation: use of computer-based, interactive visual represemtsid data
to amplify cognition;

e Scientific Visualisation use of interactive visual representations of scientific
data, typically physically based, to amplify cognitiongdmally,

¢ Information Visualisation : use of interactive visual representations of abstract,
nonphysically based data to amplify cognition.

Historically several fields originated the one that todagalied Information Visu-
alisation, such as:

e Data Graphics: work in data graphics, for example Playfair (1786) was agion
the earliest to use abstract visual properties such as hdeagea to represent
data virtually [Tufte, 1983]. Tufte also published a theofydata graphics that
emphasized maximizing the density of useful information;

e Cartography: in 1967 Bertin published a theory of graphics callHte Semi-
ology of GraphicgBertin, 1967/1983] that identified the basic elements af di
grams and designed a framework for their design;

e Exploratory Data Analysis: the data graphics community was always con-
cerned with statistical graphics. However, in 1977 Turkegdn a movement
from within statistics with his work on Exploratory Data Agsis [Tukey, 1977],
where the emphasis was not on the quality of the graphicgrbtite use of pic-
tures to give rapid statistical insight into data.

The first IEEE Visualisation Conference was held in 1990, lgcalcommunity
of Earth resource scientists, physicists, and comput@&nssis in supercomputing.
Information Visualisaton was used as a method to accelaralysis, and to enhance
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identification of interesting phenomena of data coming featellites. It was also seen
as an useful to replace expensive experiments by compughsanulation.

At the same time, there was also interest by computer grand artificial in-
telligence communities in automatic presentation, thematic design of the visual
presentation of data. Mackinlay’s thesis APT [Mackinla§8&], formalized Bertin's
[Bertin, 1967/1983] design theory, added psychophysiesh @nd used it to generate
presentations. Other examples are Roth and Mattis [Rothvattls, 1990] who built
a system to do more complex visualisation and Casner [Cas9@t] ivho added a
representation of tasks. However, the concern in this conftynwas not on the qual-
ity of graphics, but on automating the matching between tiggas, communication
intent, and graphical representations of the data.

Finally, the user interface community saw advances in geagiardware opening
the possibility of a new generation of user interfaces. €heaserfaces focused on
user interaction with large amounts of information, suchrastivariate databases or
document collections.

The first use of the terninformation Visualisationvas in Robertson, Card and
Mackinlay [Robertson et al., 1989]. Feiner and Beshersn&eand Beshers, 1990]
presented a method for showing six-dimensional financi@ semmersive virtual re-
ality. Shneiderman [Shneiderman, 1992] developed a tgclercalled dynamic queries
for interactively selecting subsets of data items and trapsna space filling represen-
tation for trees. Card, Robertson and Mackinlay [Card et 8B]1] presented ways
of using animation and distortion to interact with largealaets in a system called
the Information Visualizer. The concern was the means fgndwe amplification
not graphic quality, and interactivity and animation wargortant features of these
systems.

All these communities that originated and influenced whdgayois the field of
Information Visualisatiomutually influenced each other and were followed by refine-
ments and new visualisations.

In [Card et al., 1999] are given examples of information visadion methods:

e Active Diagrams:. amplifies the effect of a good visual representation by mgki
it interactive;

e Large Scale Data Monitoring: uses information visualization to monitor and
make sense of large amounts of dynamic, real-time datanlbealassified also
as support decision visualisations;
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¢ Information Chromatography : very abstract visualization of real time data to
detect complex new patterns in very large amounts of dateh, asithe detection
of telephone fraud.

In addition, there is also defined in the literature a moreegaiiconcept than visual-
isation, which is callegberceptualisationPerceptualisation can be supported not only
by visualisation but also sonification and tactilisationdata. However it is claimed
by most authors that vision is the sense with the largestJsiitia.

4.1.2 Information Visualisation and Cognition

Information Visualisation [Card et al., 1999] has been defiag the use of computer-
supported, interactive visual representations of abistiata to amplify cognition. The
psychology definition for cognition is the action or proce$sacquiring knowledge
and understanding through experience or the senses [Saad&tevenson, 2004].

Information Visualisation can, for example, support thesgnition processes in
the stages of a knowledge crystallisation task [Card et 8891l A knowledge crys-
tallisation task is one in which a person gathers inforrmafaiata) for some purpose,
makes use of it by constructing a representational framle@rschema) and then
packages it into some form for communication or action. Téseilts can be a briefing,
a short paper, a decision or action.

Some of the characteristics of a knowledge crystallisatisk are: (1) use of large
amounts of heterogeneous information; (2) ill-structyseablem solving; and (3) rel-
atively well-defined goal requiring insight into informati relative to some purpose.

Tasks of these kinds motivate attempts to develop infoonatisualization. A
typical scenario for a knowledge crystallisation task Hesfollowing elements:

¢ Information foraging;

Search for schema (representation);

Instantiate schema with data;

Problem solve to trade-off features;

Search for a new schema that reduces the problem to a simapke-tff;

Package the patterns found in some output product.
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In a scenario like that, Information Visualisation can did process of producing
patterns that can be detected and abstracted. This prdcsstaction is a fundamen-
tal principle for reducing the amount of information to a degythat can be processed
by humans to give acceptable response to a changing of envenatal circumstances.
Information Visualisation can be applied to most phasesioflkedge crystallisation.

Larkin and Simon [Larkin and Simon, 1987] have a study tHasitates how visu-
alisation can be effective in the process of amplifying abgn. This study compares
solving physics problems using diagrams versus using magrammatic representa-
tions. More specifically, they compared the effort that lealdé expended to do search,
recognition, and inference with or without the diagram. Toaclusion of the study
was that the diagrams helped in three ways: (1) reducinglsdsr grouping together
information that is used together; (2) reducing search aorttivg memory by avoiding
the need to match symbolic labels using location to grouprmétion about a single
element; and (3) automatically supporting perceptualrerfees that were extremely
easy for humans via the visual representation. To summahese ways improve the
calculation of the function for accessing information aaduce the cost of certain op-
erations. To understand the effectiveness of informatisnalisation, it is necessary
to understand what it does to the cost structure of a task. Sbostture of information
is a kind of information cost landscape. More details on stisicture can be found in
[Shneiderman 2004].

[Shneiderman 2004] proposes six ways in which informatisnalisation can am-
plify cognition, however depending on appropriate mapmhgformation into a vi-
sual form:

e Increasing resources;

Reducing search;

Enhancing recognition of patterns;

Perceptual inferencing;

Perceptual monitoring; and

e Manipulable medium.

In [Kerpedjiev et al., 1998] is discussed a methodology fatiisg intentions in
graphical form. The methodology proposed consists of anraatic realization of
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communicative goals in graphics. The approach is basedaskariodel that mediates
the communicative intent and the selection of graphicdinieques. The methodology
has the following functions:

e Isolate assertions presentable in graphics;
e Map such assertions into tasks for the potential reader; and

e Select graphical techniques that support those tasks.

They presented a study case consisting in a redesigningest@al argument into
a multimedia one, applying graphics to achieve some of ttemtions.

4.1.3 Data Treatment and Presentation in a Visual Form

In order to provide a suitable visualisation of informatfonthe human perceiver, it is
necessary to have a series of mappings from raw data to mual Figure 4.1, from
[Shneiderman 2004], shows a diagram of these mappings.

Data Visual Form
Eaw Data | Wisual o A
Data Tables structures
Dat Yizual Wizual
R He S Tser +Task
Transformations Mappings Transformations

T T T T

Human Interaction

Figure 4.1: Diagram of data mappings for presentation in visual form.

From the diagram we can see that data changes from the ravatfaonthe hu-
man suitable format through data transformations. Thenarrcan indicate multiple
transformations. These data transformations are of theWoig types:

e Data Transformation: transforms, for example, Raw Dat#a(daidiosyncratic
format) into Data Tables (relational format of data extehtbeinclude metadata);
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¢ Visual Mappings: transforms, for instance, Data Tables Mual Structures
(structures that combine spatial substrates, marks amdhiga properties); and

¢ View Transformations: transforms Visual Structures intews by specifying
graphical parameters such as position, scaling and clippin

Human interaction controls parameters of these transfiooms such as data ranges,
nature of transformation, etc. The core of the referenceeghiedhe mapping of a Data
Table, that is based on mathematical relation, to a Visualc8ire, that is based on
graphical properties effectively processed by human misfn example of it is textual
Raw Data that can be transformed to indexed strings or greaygslater to document
vectors and normalised vectors in a space with dimensiyresdi large as the number
of words. Document vectors can then be reduced by multidsoeal scaling to create
Data Tables of x, y, z coordinates that could be displayeda Dables are based on
mathematical relations. Relations are more structured tha& data and consequently
easier to map to visual forms.

4.1.4 Classifications in Information Visualisation

Many classifications regarding information visualisatexist in the literature, regard-
ing different aspects and perspectives. In this section megaing to cite some of
them.

The work in [Shneiderman 2004] classifies data types of médion visualisation
in the following categories:

e 1-Dimensional;

2-Dimensional;

3-Dimensional;

Multi-Dimensional (more then 3 dimensions);

Temporal;

Tree; and

Network Data.
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The work in [Lohse et al., 1994] proposes a structural cteesdion of visual rep-
resentations. It makes classification of visual represiemsinto hierarchically struc-
tured categories. This classification is divided in six gr&u

e Graphs;

Tables;

Maps;

Diagrams;

Networks; and

Icons.

Another classification of visualisation types is proposefBurkhard 2004] from
a perspective of architects. The visualisation types desdithere are:

e Sketch;

e Diagram;

e Image;

e Object; and

¢ Interactive Visualisation.

These existing classifications are complementary to eaactr @nd relevant in
many aspects, for instance, they help understanding of hifereht types of visu-
alisation can communicate knowledge, they help to identfsearch needs, and in
addition they offer design guidance through the develogmémprototypes for each
category.

4.2 Related Aspects

4.2.1 Users and User Interaction

There are several forms of user interaction in informati@ualisation, which ranges
from the most basic ones to the more sophisticated. AccotdifShneiderman 2004]
the user can perform the following seven tasks in inforrmatigualisation:
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Overview of the data set;

Zoom in on items;

Filter out items;

Details-On-Demand to select items and get details;

Relate to view relationships among items;

History to keep history of actions to support undo, replay,;&and

e Extract to allow extraction of sub-sets and of query paranset

There are in addition other tasks that can be considered@ecasform of manip-
ulation, such as Direct Manipulation or Dynamic Queriesi&@derman et al., 1992a],
[Shneiderman 1994].

Users also benefit from works in user interaction, where Hu@amputer Inter-
action (HCI) concepts have great importance. For instanoegtedmanipulation inter-
faces influence on creating controls as part of a presentdticaddition, interface ob-
jects are being used and proposed for interactive objecibgRson et al., 1993], ma-
nipulation handles [Chuah et al., 1995] and interactivermd®fZhou and Houck, 2002].

The approach of User Interface Management Systems (UIMSg{d]) 1999] pro-
vides systematic means of defining interaction controlsfep syntactic/operational
design focus. These types of system are designed to sepmusiteess logic from
Graphical User Interface (GUI) code in the software desligiMS are generally based
on N-tier architectures and libraries and systems usedaghgral tools.

Another interesting approach @raphical Encodindgor Information Visualisation
[Matkovic et al., 2002]. It provides scientific guidance fme of graphical encoding
to convey information in an information visualisation desp Sometimes inconclusive
and conflicting viewpoints occur. For the graphical encgdimere are visual display
elements such as: icon color, shape, size, position, etts sthdy suggests that the
nature of the users perceptual task is more indicative oétleetiveness of a graphical
encoding than the type of data represented.

In addition, in the advance design of interfaces (visualcgtires) for Information
Visualisation, efforts are being made on supporting théesgatic design of advanced
user interfaces. For instance, in [Derthick and Roth, 2@0i%]proposed a method to
automatically generate customised interfaces.
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4.2.2 Multi-Modal Visualisation

Some environments and scenarios need different modaldissipport presentation.
Multi-modal visualisation: (1) can be more understandahee the complementary
modalities reinforces the information; (2) gives aid in asethat the diverse modali-
ties may enable information to be perceived in situationsn@lvisual display devices
cannot be used (due to a small screen or when the user isip@nfpremote operation);
and (3) considers the aspect that the user may more eastgiperthe information

through one sense as opposed to another.

Recent technological advances nowadays permit users teiperinformation in
very distinct ways. For instance, by sound (sonificationjpyomeans of tactile, kines-
thetic or force-feedback channels. It is also possible tizetother senses such as
smell (olfaction) or taste.

An interesting work in the area of multi-modal visualisatie the Resource-Adaptive
Mobile Navigation System [Baus et al., 2002], a mobile p&iBesnavigation system.
The adaptation of a multi-modal way description takes ictmant: (1) user resources,
such as time pressure, working memory, familiarity, spé2ptechnical resources, for
example, display size, resolution, amount of colours; &) djQality of sensors for po-
sitioning, for instance position, orientation and speeeg&tding the technical aspects
of the hybrid location sensitivity, it is based on GPS saégsl(active sensing), where
the mobile device detects the actual location; and on ieftgdpassive sensing) that
presents information received from senders. For the Jvisai@dn of information, the
system interface includes the presentation of graphs faerdescription, with possi-
ble interactions; and the adaptation of the graphical du@gmecording to users moving
speed for example, or output media).

4.2.3 Personalisation

Another relevant aspect of user interfaces for Informatsualisation is Personali-
sation. According to [Weld et al., 2003] an initial presuioptof automatic Personal-
isation is that it can affect positively user productivilpnprovements can be achieved

by:

e Customisation: changes guided by explicit user request; and

e Adaptation: changes based on implicit user behavior.
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To provide Personalisation, projects consider differgograaches, such as: user
guidance by version-space algebra and model-based uedas# design (declarative
models).

However, some trade-off aspects are to be taken into camagiole when using
Personalisation in interfaces for Information Visualisat One is the imperfection of
adaptive mechanisms. To surpass some of the problemsdetaie decision theory
is used as a framework to analyse the cost to users causeddry.ein addition,
interfaces mechanisms (e.g. timeouts) can minimise theafosrrors and improve
adaptation.

4.2.4 Application Areas

Information Visualisation is applied in many areas, such as
e Biology;
e Medicine;

e Monitoring (Process Visualisation), etc.

Approaches on how to apply Information Visualisation teghes to Process Vi-
sualisation (Monitoring) [Matkovic et al., 2002] include:

e History encoding: display values of near past and currezggmnt;

e Multi-instruments: simultaneously display several dedarces that make com-
parison easier;

e Levels-of-detail: uses instruments of different sizesdpresent the same data
(depends on screen area and amount of information). Alsbntques such as
3D anchoring, collision avoidance, focus+context rentgdre used.

In Biology, Information Visualisation techniques has bemsed, for example, for
visualising biosequence videxture Mapping[Thiagarajan and Gao, 2002]. Visual
data mining and the process of patterns discovery in pr@¢@hNA) has been the pre-
dominant technique used. The visualisation approach (&gsexture mapping (for
rendering the large set text data) and (2) blending teclasigior blending purposes),
to perform visual data mining on text data. This visual apgtoinvestigates the pos-
sibilities of representing text data in 3D and provides nesgibilities of representing
more dimensions of information in text data visualisatiod analysis. This approach
contributes to derive a generic framework to visualise teXxtiosequence data.
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4.3 Techniques for Information Visualisation

4.3.1 Information Visualisation of Hierarchies

Many approaches and techniques are proposed in the literaftinformation Visual-
isation for dealing with hierarchies. Examples of these are

¢ InterRing;
e Space-Optimised Tree Visualisation; and

e Beamtrees.

InterRing [Yang et al., 2002] is an interactive tool for vadigation of hierarchical
structures. It permits visually navigating and manipulgtof hierarchical structures.
Some of the features of this approach are:

e Radial Space Filling (RSF): technique for hierarchy visatlon;

Support for interactive operations on hierarchical stuues (selection and navi-

gation);

Multi-focus distortions;

Interactive hierarchy configuration; and

Semi-automatic and manual selection.

One advantage of this method over other techniques, suchdiBdnal node-link
diagrams and tree maps, is the efficient use of the displagesphile effectively con-
veying the hierarchical structure. As a disadvantage, guisstioned in the literature
whether it is intuitive or not.

Another approach for visualising hierarchies is Spacei@iped Tree Visualisa-
tion [Nguyen and Huang, 2002]. It consists of a method fonikealisation of struc-
tured relational data, especially very large hierarchies 2D space. The strategy used
for that includes mechanisms such as:

e Optimise the drawing of trees in a geometrical plane;

e Maximise the utilisation of display space by allowing moras and links to
be displayed at a limited screen resolution;
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e Use of enclosure to represent tree structures;
¢ Modified semantic zooming technique for hierarchy explorgtand

e Calculation formalism for tree geometric layout (weightazdation, wedge cal-
culation, vertex position).

Finally, another example is Beamtrees [Ham and Wijk, 20603} ts an approach
for compact visualisation of hierarchies. Beamtrees is ¢hotkefor visualisation of
large hierarchical data sets. It has the following comptgien

e Nodes: are shown as stacked circular beams;
e Hierarchical structure: size of nodes are depicted;

e Dimensions of beams: are calculated using a variation df&gemap algorithm.

The conclusions obtained with an user study is that Beas\ttar be more effec-
tive than nested treemaps and cushion treemaps for thetatraf global hierarchical
information.

4.4 New Trends in Information Visualisation

4.4.1 Information Visualisation and the Semantic Web

In recent international conferences on Information Vigadlon a new trend has been
given increasing attention, in the integration of ontoésgand information visualisa-
tion.

Several works are proposing the application of ontologremformation Visuali-
sation problems and their application on the Semantic Web @M3sortium, 2005a].
For instance, the work in [Telea et al., 2003] proposes algkagualisation tool that
allows the construction and tuning of visual exploratorgrsarios for RDF (Resource
Description Framework) data. In another approach, [Flugia2002] shows how vi-
sualisation of information can be based on ontologicalsil@sition of that informa-
tion, by a cluster map visualisation.

In general, this new trend investigates and tries to undedsthe nature of the Se-
mantic Web and its relationships to Information Visuaiisat It concerns amongst
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other things [Geroimenko and Chen, 2006]: (1) visualisabbisemantic and struc-
tural information; (2) visual interfaces for retrievingtdwsing and mapping seman-
tic information; (3) semantic-oriented use of existingualsation methods; and (4)
XML-based Internet and information visualisation.

In [Geroimenko and Chen, 2006] is discussed several aspgatsd to the Seman-
tic Web, XML-based Internet and Information Visualisatidior instance, applications
of ontology-based information visualisation is taken iotmsideration. The Spectacle
system and Cluster Map, for example, have the following attarstics: (1) person-
alised navigation; (2) support for analysis tasks with setiog; (3) user interfaces
constructed for information visualisation based on the a®i web; (4) builds on
lightweight ontologies to describe domains as a set of ekaasd their hierarchical re-
lationships; and (5) Cluster Map, in particular, visualigesobjects of selected classes
from a hierarchy, organised by their classifications.

The approach proposed in this research has similaritiessandpired by a mix of
concepts of these mentioned works. It is intended to be a-maitality visualisation
framework for intelligent planning systems based on orgimal representation. As
future work, we are seeking also the application of the amgi@s and concepts in the
Semantic Web.

4.4.2 Information Visualisation and Mobile Computing

New prospects for mobile computing are emerging in the pgstera that we are wit-
nessing. The use of mobile devices is becoming increasimgie frequent. Mobile
devices (such as pocket computers, wireless handheldedevimbile phones, etc.) are
being used more often as personal and business tools. Thissnleat new services
aimed at such devices need to be developed and improvednbeadhe construction
of a new mobile world. Although very limited in resourcesesle devices now have
the capacity to run more advanced applications.

Consequently, opportunities have emerged to develop apiolits using several
existing technologies in more diversified areas, such agnmdtion Visualisation and
Artificial Intelligence. Modalities of applications andrsees that have been devel-
oped aimed at desktop (fixed) platforms are now striving t@ttiee challenges pre-
sented by developing systems for mobile platforms. In &ldib the usual difficulties
of developing new systems with new technologies, in sucesteere is also the aspect
of dealing with a very limited platform in terms of resourcésmitations exist in all
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Senses: processing power, memaory, screen space, conmieatidwidth, etc.

Recent and continuing advances in wireless networking hadast progress of
general APIs, such as J2ME [Sun Microsystems, 2003], makslfle the develop-
ment of such new applications, by overcoming some of thestoles.

J2ME, the Java Sun platform aimed at mobile limited platfriman open, portable
(operating system and hardware platform independent) andj@ct-oriented API that
helps the development of applications which require moxaaded services, such as,
agent reasoning, deduction, or other intelligent behavidthough logic languages
(such as Prolog), or languages connected with artificiaglligence research (for in-
stance Lisp), may better match artificial intelligence plagens, these languages are
not very flexible when developing systems. For instancegesys that require graph-
ical components for the development of user interfaces aftimation visualisation
structures, providing particular challenges. Developmdava APIs eases the design,
integration and delivery of such systems.

Another relevant technology for the development of mobpel&ations is XML
and its related technologies that provide data portabilitye extension of the current
web into the Semantic Web, based on these technologiespernthit programs to
manipulate data meaningfully and automatically. The gbtlh manipulate the web
content also increases the opportunities for new appdioati

In this context, a few approaches have been proposed foretredapment of more
advanced mobile applications, which, among other things;ige elaborated visuali-
sation of information.

The Resource-Adaptive Mobile Navigation Sys{@&aus et al., 2002] is a mobile
pedestrian navigation system. Itis based on location B@hgiand for that the system
considers two modalities:

e Active (GPS satellites): the mobile device detects theaddtication;

e Passive (Infrared): the mobile device presents infornmattceived from senders.

Current positioning systems have been using the followingrtelogies:

e Indoor Systems: Infra-Red and Bluetooth Radio. Examplesysfems using
Infra-Red are [Long et al., 1996] and [Encarnacao and Ki280]. Examples
of systems using Bluetooth Radio are [Cheverst et al., 2QN@}, et al., 1998].



4.4. New Trends in Information Visualisation 57

e Outdoor Systems: GPS (Global Positioning System), GSMi{@|8ystem for
Mobile Communication) and cell based UMTS (Universal Modigdecommu-
nications Systems). Examples of systems that use GPS ang gial., 1996],
[Malaka and Zipf, 2000].

The systems also consider adaptation in a multi-modal dasthiat takes into ac-
count: (1) user resources (time pressure, working memaiyilfarity, speed); (2)
technical resources (display size, resolution, amountotdlss); and (3) quality of
sensors for positioning (position, orientation, speed).

In [Elting et al., 2002] an empirical study is made of deviapendent modality
selection. The aim of this study is to investigate the effeftmulti-modality use for
information visualisation in different devices (where thest modality might depend
on the device). The experiment consists of:

e Devices used: desktop PCs, TV set with remote control, PDAS;

e Modalities used: written text only (T), written text withdélsame text presented
as spoken text (TS), written text with picture (TP), writtent with spoken text
and picture (TSP), spoken text with picture (SP).

The users were questioned about how much information wastle&ccording to
the study the results are: (1) Text/Picture/Speech are & appealing modalities
for users; (2) Picture/Speech are the most effective; (8)lipation of modalities on
PDAs are not useful due to the cognitive loading.

An important module of the experiment is tReesentation Plannethat adapts the
presentation to the cognitive requirements of the devies usonsequently avoiding
cognitive loading.

4.4.3 Information Visualisation and Ubiquitous Computing

Vanguard projects in Ubiquitous Computing are addressisges in Information Vi-
sualisation. In this subsection we discuss some projedtsthiis focus. The systems
use different modalities for user interfaces in informatigsualisation tasks.

The EXACT [Yates et al., 2003] system is based on a naturaluiageg interface
for household appliances. The motivation for this projedhiat household appliances
are growing in complexity and sophistication, thus becarhiarder to use. This is
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enhanced by the fact that the appliances have tiny displeess and limited key-
boards. The project proposition is to offer a natural lamguanterface for house-
hold appliances. The approach used is based on researcmimipy and natural lan-
guage interfaces to databases. As such, it reduces theeprabla database problem.
The system executes a mapping from an English request toabats SQL query,
and afterwards maps to a goal in PDDL, the Planning Domainnidiein Language
[McDermott et al., 1998], that is subsequently sent to aqdanthat finally maps this
to a sequence of appliance commands.

In addition, groups, such as, the Wearable Group at Carnegi®MUniversity
(CMU), Vision Group at Microsoft Research, Oxygen Project afision Interface
Group at Massachusetts Institute of Technology (MIT) ase alvestigating new ways
for Information Visualisation in Ubiquitous Computing.

The Wearable Group [The Wearable Group, 2003] at CMU has ardisciplinary
team performing research into the architectural and iat&rfequirements of wearable
systems. They consider multi-modal interfaces for InfaioraVisualisation, for in-
stance, audio and tactile interfaces.

The Vision Group [Vision Group , 2003] at Microsoft Reseadgvelops the Easy
Living Project in Ubiquitous Computing. They are developmg@rototype architec-
ture and technologies for building intelligent environrteerusing: (1) technologies
of Computer Vision for person-tracking and visual user iatgion; (2) fine-grained
events and adaptation of the user interface; and (3) déveEpendent communica-
tion and data protocols.

The Oxygen group [Oxygen Project , 2003] at MIT uses pereasiunan-centered
computing technologies to directly address human need=e®pand vision technolo-
gies are used as communication interfaces with machinese$ actuators, and sen-
sors. They work on perceptual interfaces for informatiosuailisation, multimodal
systems, and multilingual systems.

The Vision Interface Group [Vision Interface, 2003] at MIiivestigates ways to
make computers more natural and easy to use, using machicepgien techniques,
and vision based perceptual interfaces.
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Information Visualisation in Intelligent

Planning Systems

5.1 Introduction

Information visualisation is an important area of intediig planning systems since it
can provide, among other things, ways to improve the intemabetween users and ad-
vanced planning services and resources. However such arsatdl not very well ex-
plored because the principal efforts in the Al planning feaiel mainly focused on prob-
lems of planning efficiency regarding plan generation apdegentation. Examples in
this directions involve proposals for more efficient seaatdorithms or shortest plans
such as the works presented in [Long and Fox, 2003], [BrafamehHoffmann, 2004]
and [Zhou and Hansen, 2005].

Due to these classic research directions, there is a lacksefarch that addresses
the problem of information visualisation. This problem ige more important for
collaborative planning systems. In those, the differemtigipants will have different
backgrounds, play different roles, and have different bdi@s and responsibilities,
etc. That makes more complex the task to adapt informatsumedisation to the agents
requirements. Therefore, advances in Al planning techgylevidence a need for
more sophisticated approaches to planning informationalisation that will mirror
the updated underlying technology, in contrast to planmenking in an isolated way
in the past.

This chapter will investigate the mechanisms and featdrashave been used for
traditional Al planners, so that we can answer the followguogstions:

e Which are the common methods of information visualisatioplanning sys-
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tems?

e Why are such methods being used? Are there any obvious adesniatheir
use?

¢ Are the methods directly related and dependent to the phgreypproach?

e Is there a strong relation between the kind of domain and igealisation? Or
are such concepts independent of each other?

e Which are the opportunities to advance the state of the anfanmmation visual-
isation in such systems?

e Which are the common technical details used by such systerfasriation fil-
tering, colour as form of differentiation, etc.)?

Note that such an investigation is very important becauséntemd to define an
automatic reasoner that tries to match the most appromigie of visualisation to the
kind of information generated by the systems. Thus, sewtual can be raised from
this study.

Another relevant objective of this investigation is to esike additional issues to vi-
sualisation associated with the use of planning systemsliaborative environments.
Certainly such environments require a new set of informatwmch is not common
in traditional planning systems. Thus, the study of collalige planning systems al-
lows us to highlight the additional requirements, showiog/lthey are being faced by
current systems. The same questions, discussed in retatteeditional systems, can
be used to guide our study of the more general approach here.

The analysis will be made by considering the different phade¢he planning pro-
cesses, such as plan generation, collaboration, executigolanning, etc. Hence, this
study will be able to show how information has been manigadaind presented in
each step of the process.

The next sections are organised as follows: section 5.2ptes chronological
view of important planning systems, so that we can definedfahs some kind of
visualisation trend in this area. Section 5.3 gives an aearof such systems, taking
information visualisation as the main focus. Section 54 @eeper investigation with
a categorisation analysis according to distinct perspestf comparisons. At the end
of Part I, in Chapter 6, we summarise the problems, gaps as®&hreh opportunities
in the area.
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5.2 A Chronological View

It is important to note that the technological restrictiais specific period is an im-
portant factor to be considered when we are discussing hgsian methods in any
kind of system. For example, visualisation methods deetldpr more than 20 years
old planners (sometimes graphics presented as a set of AB&Haters) certainly did
not have the same resources as current planners (usualhpb&déd interfaces). Thus
it is not so effective to trace a comparative discussion betwsuch planners because
the principal factor of differentiation is essentially tteehnological restrictions rather
than parameters such as domain, planning approach or user ro

However, there may be interesting information that we cdaraekfrom an analysis
of the historical development of planners, and we can lodewmif there is some kind
of trend leading to the development of visualisation me®ras. Based on this idea,
we have used time as the ordering factor to discuss the pisuimeéhe next section.
This chronological viewis illustrated in the follow (Figure 5.1).

Sspen
Mapgen
MEL e
O-Plan — -3
Prodigy
SAPA
Sipe-2
TRAIHG TERIFS

af  BER 91 53 QL QY 99 01 03 03 Year

Figure 5.1: Chronological view of some important planners.

Independent of technological restrictions, the existitagnping systems use differ-
ent approaches for information visualisation. Some of th@lanners give emphasis
to the search algorithms for efficiency, rather than expigiior example, user inter-

lintervals in this graphic represent the principal periodiefelopment of the systems.



62 Chapter 5. Information Visualisation in Intelligent Planning Systems

action thorough information visualisation. Other systemby opt for one category of
information visualisation, when this solution is sometsm®t adequate to every situ-
ation. Furthermore, there are many other important asgedie explored including:
collaboration, different types of users and their roleshi@ planning process, devices
differences, and type of information to be manipulated.

5.3 Systems Overview

This section presents an overview of existing Al planningtsgns in respect of infor-
mation visualisation. The relevant Al planners selectedHis study were (in chrono-
logical order): O-Plan (and its successor I-X), PRODIGYAIRS (and its successor
TRIPS), SIPE-2, MPA, PASSAT, ASPEN, MAPGEN, and Sapa. Fir study we
first introduce the systems, discussing their approacheplém generation and rep-
resentation. After that we focus on information about thefiormation visualisation
methods.

5.3.1 O-Plan and I-X

O-Plan [Currie and Tate, 1991] is a knowledge-based and hierarctas& network
planner. It provides an environment for specification, getien and execution of
activity plans, and also uses interaction with generatadsl O-Plan is based on the
earlier Nonlin [Tate, 1977] planning system developed & Uhiversity of Edinburgh.

O-Plan is intended to be a domain-independent planner,erdetriled knowledge
of the domain can be used. O-Plan uses<hd-OVA > (Issues - Nodes - Orderings
/ Variables / Auxiliary) constraint model to represent aand processes. Later on,
some of the O-Plan concepts, such as the plan representabidel, evolved in its suc-
cessor, thé-X system which uses thel-N-C-A> (Issues - Nodes - Constraints - An-
notations) [Tate, 2001] model (Figure 5.2). The O-Plandrigrical planning system
produces plans as partial orders on activities, and addilip it has an agenda-based
control architecture to control problem solving cyclesidgrmlan generation.

O-Plan provides three types of interfaces: a GUI interfacegeb interface, and a
limited media interface. The GUI interface [Tate and Dr&hlil995] considers roles
played by users in the planning process, providing diffevéews of plans. The roles
available in O-Plan include: task assigner, planning gpistiand operational exe-
cution staff. The O-Plan GUI was built based on a Computer diDesign (CAD)
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Figure 5.2: I-X Process Panel.

package - AutoCAD. The types of planning information avdéadre related to: spec-
ification, generation, and execution of activity planspadlowing interaction. This

set of information is presented to the user in two views: Rii@ws and World Views.

The Plan Views is the interface used to show charts, streaiagrams, etc. of the
plan, and the World Views permit visualisation and prestmaof simulations and
animations.

The O-Plan web interface (Figure 5.3) [Tate et al., 1998]ad pf a web-based
demonstration. It permits a task assigner user and a plargggrto interact with the
O-Plan planning system (where multiple users and systemsf@rent roles work to-
gether in a mixed-initiative fashion) to explore differaitions for constructing mul-
tiple Courses-of-Action (COAs), and displaying these in a CO&l@ation matrix.

This interface provides a table where the columns show thiermpfor each COA
and rows show the process steps involved in generating émes jgind, in addition, a set
of evaluations of the plan options. The domains used in tineodstration are logis-
tics and crisis operations domains: Pacifica Disaster Rétacifica Non-combatant
Evacuation Operations (NEO), US Army Small Unit Operatidfifitary Operations
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Figure 5.3: O-Plan web and O-Plan limited media interfaces.

in Urban Terrain (SUO MOUT), and Generic COA Evaluation Matiia the web in-
terface it is possible to run O-Plan remotely over the Ireégrhave interaction between
different users in different locations, and produce plamstésks in these different
domains. Additionally, it has facilities for interactionitv the system in a mixed-
initiative style during plan generation, and also for siatidn of plan execution and
plan repair [Tate et al., 2000], [Tate, 2000]. The web irgeefis defined in more detail
in [Tate and Dalton, 2003].

When using the web interface, the user is initially given ankl&OA evaluation
matrix, which is populated by the user and the planner dutiegdemonstration. One
user assumes the role of ‘Task Assigner’, whose functiorst@r define the initial
assumptions and tasking level requirements for a COA, arditse elements of eval-
uation to include in the matrix. Any COA can be divided into taromore alternative
options by the ‘Task Assigner’, and also additional constsacan be added. A second
user assumes the role of ‘planner’ and can then refine thes pliath generate more op-
tions. Some of those can be passed back to the Task AssiggrefTine results (plans
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and others) are available via web links.

Finally, the O-Plan limited media interface [Nixon et al0@®], [Tate et al., 2003]
consists of a mobile telephone interface (Figure 5.3) dAM©OPIlan (Wireless O-Plan).
This interface was developed as a Java Servlet applicatibich communicates with
the O-Plan system. This interface is aimed at WML (WirelesskMg Language)
mobile telephones. In this approach a simple planning di@ctiacility is included,
not present in the standard O-Plan GUI. To execute a plandéeis presented with
a depth-first ordered list of the activities in a hierarchiglan that have the status of
being executable now, given what has been completed so flae iexecution process.
Through calls to the servlet, the current execution statthefplan is updated. As
this kind of device has very limited screen space, infororais presented with the
reduction of any graphical interface in order to maximise tisability of the limited
media interface.

5.3.2 PRODIGY

PRODIGY [Veloso at al., 1995] is a general-purpose planner that éashing mod-
ules to refine the planning domain knowledge and the conmolsedge with the
objective of guiding the search process effectively. Ifirsg design, the project focus
was on how to integrate learning and planning. The main dbariatics of the system
(in the first version) were that: the planner assumed a lisahrgoal decomposition
(i.e., no interleaving of sub-plans), the learning techeigsed was explanation-based
learning of control knowledge to guide the search procesd,the architecture in-
cluded empirical analysis of the effect of learning conkibwledge on the planner’s
performance. In the next phase PRODIGY investigated atemnlearning techniques
to address more complex domains and problems. The planfgogtam went from
simple linear and incomplete (Prodigy 2.0) to non-lineadl aomplete (Prodigy 4.0).
The architecture was developed with several learning nusthisat improved the per-
formance of the core planner.

Related to its plan representation, PRODIGY’s languageléscribing operators
is based on the STRIPS [Fikes and Nilsson, 1971] domain Eggyuextended to ex-
press disjunctive and negated preconditions, universalexistential quantification,
and conditional effects. PRODIGY uses both partial-ordered total-ordered plans.
In the system, an incomplete plan consists of two parts: #aslfplan and tail-plan.
The tail-plan is built by a partial-order backward-chamagorithm, while the head-
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plan is a valid total order plan. Regarding the planning atgm, in PRODIGY the
planning domain is specified as a set of operators, wheregaaiator corresponds to
a generalised atomic planning action, described in termts @ffects and the neces-
sary conditions that enable the application of the operatoplanning problem in a
domain is represented as an initial configuration of the evarld a goal statement to be
achieved. In this way, a planning domain is defined as a sgfpefitobjects: classes
used in a domain, library of operators, and inference rli@s &ct on these objects.
Inference rules have the same syntax as operators, and pacitar is defined by its
preconditions and effects.

Regarding its user interface, PRODIGY has a graphical userface that was built
by integrating the planner with off-the-shelf software qumnents. The interface per-
mits the creation and use of plan domains, and its designdstéo be modular and
extensible. Communication between the two processes (@lamud interface module)
is implemented with sockets and agreed messages. The PROIRI& interface per-
mits a certain level of interaction with the planner, for exae, the user can follow an
animation of the algorithm, interrupt the process to amaly® details, and change to
different planning search strategies. Figure 5.4 illussahe PRODIGY user interface.

The main functions available in the PRODIGY user interface g1) a visual
animation of the planning procedure and visual represiemtatf the output, (2) help
for the process of creating and debugging domains, and (8)gon of an uniform
access to the modules built on top of PRODIGY. Extensions@fuser interface can
permit planning by analogical reasoning and probabilistzning.

It is possible to create domains in PRODIGY in three ways: cfgpte the Lisp
structure directly, (2) using the APPRENTICE system thatipaes the domain from
a graphical specification, and (3) via a form-based toolecalDomain Builder that
allows interactive domain development within the planrsggtem.

The user interface is implemented in the Tcl/Tk scriptinggaage, which includes
a set of widgets, and uses a freely available processor awidg directed graphs.
The user interface has the advantage of being flexible asvitd=mally be integrated
with variants of the system without the need to make changeise planners code.
This is due to the interface making very few assumptions ath@planner implemen-
tation, but at the same time the interface is tightly intégplawith the planner which
permits planning related information to be shown graplydalthe interface. Another
advantage is that the use of off-the-shelf components eaabjuick development.
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Figure 5.4: [Veloso et al., 1998] - PRODIGY user interface.

5.3.3 TRAINS and TRIPS

A more distinct approach for visualisation and user intgrfg is used in th& RAINS
system, and its successor, fiRIPS project. The approach of these systems is more
distinctive in a sense that it is not predominantly based dhsiGbut on natural lan-

In [Allen et al., 2001a] and [Allen et B0 Ib] are discussed the
natural language user interface approach of the TRAINS &iP$ systems. The ar-

guage processing.

chitecture of these systems is based on an integrated setloidlogies and tools to
assist intelligent problem solving. More specifically, TR and TRIPS are systems
that support spoken and written language dialogue to cmiélyely solve planning
problems. Figure 5.5 illustrates the TRIPS system userfate.

Related to plan representation, a shared representatiplams is used among the
components of these systems. The application domains araathrised as realistic
logistic domains of small complexity. Initially, the domaiwere based on routing and
scheduling of trains. Later, territorial evacuation sa@s like thePacifica Domain
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Figure 5.5: [Ferguson, 2000] - TRIPS user interface in the Pacifica domain.

[Reece et al., 1993] was considered.

The user interface approach aim is to apply natural languiglegue to solve
planning problems in a collaborative way. Interactions lsamone either by spoken or
typed English and involves defining and discussing tasksloexg ways to perform
tasks, and collaborating to execute tasks. Using natungulage processing, interac-
tions are also contextually interpreted. In addition, tosirate what is happening in
the process, map based visualisation is jointly exploitea/hich maps are used and
updated according to the actions taken.

Interfacing collaborative systems and their users withursanguage techniques
is an alternative and valuable modality. In many situatidreould be the most ap-
propriate approach, for instance, in situations wheresuae¥ using their hands and/or
eyes in parallel activities, so that interacting withouhtis/leyes could help. Also, it
is suitable for devices with limited screen space, sincermétion delivered by voice
can free space on the screen. However, some researchediwai@®UIs are not to be
entirely substituted by speech recognition, as for exanmg|8hneiderman, 2000], but
instead, these modalities should complement one another.
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5.3.4 SIPE-2

SIPE-2 (System for Interactive Planning and Execution) [Wilkif899] is an inter-
active planner system that permits human input during plagyn SIPE-2 is based
on partial-order Al planning, and supports planning at mpidtlevels of abstraction.
SIPE-2 uses the Act Formalism [Wilkins and Myers, 1995] atly MPA system, to
be described later, uses SIPE-2 as the planner). SIPEiZatknowledge encoded in
this formalism and heuristics for reducing the computadlaomplexity of the prob-
lem, to generate plans for achieving the goals. Given arairgituation, the system
either automatically or under interactive control comisimperators to generate plans
for achieving the goals. The generated plans include inddion that permits its mod-
ification during plan execution if the system has any unetqueoccurrences. In ad-
dition, the SIPE-2 framework allows reasoning about resesirthe posting and use
of constraints on plan variables, and the description of dudiéve causal theory to
represent and reason about the effects of actions in diffeverld states.

Related to its visualisation approach, SIPE-2 has a graphger interface built
also (as MPA is) on Grasper-CL [Karp et al., 1994], a systerhdhaws viewing and
manipulating graph-structured information and buildingmh-based user interfaces.
Its graphical resources permit: inputting domain knowkedgd creating operators;
following and controlling the planning process; and thephiaal viewing of planning
information (plans, operators, world descriptions). Saesources are also available
in the SIPE-2 GUI for expert users with a strong backgroungiamning technology,
such as a Lisp listener panel. The system also has mechatasmedine layout and
adjust the information to be displayed on the screen. Fomeka, it gives the user
options to choose which actions to display and what infoionatio display for each
action. Colour and shape are used to distinguish informasiach as goals to be solved
and actions.

SIPE-2 also has graphical tools for knowledge acquisitidhe SRI Act-Editor
supports graphical displaying, editing and imputing of#\¢he basic unit of represen-
tation of the Act Formalism. In addition, a SIPE-2 sort (typ&rarchy for objects can
be created, viewed and edited using SRI's generic knowlédge editor, the GKB-
Editor.

In the SIPE-2 GUI, users familiar with planning technologynaise many resources
to control the planning process and interact with the plarer instance, the user can
decide when to apply certain planning algorithms (planasji choose which operator
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to apply after the system has determined the ones applicaisieect data structures
(display an operator before choosing it), opt for planningpanatically for either one
abstraction level or for the rest of the plan, understandtwima planner is doing by
highlighting a node on the screen whenever the system isngakdecision about that
node. Also it is possible: (1) to highlight actions involvedresource conflicts when
interactive solution of resource conflicts has been regueg®2) chose of two actions
for ordering where the GUI gives a visual depiction of how piten is flowing and (3)
there is a movie-mode facility to be used during automatoiping. However, despite
SIPE-2 having many visual resources in its GUI, they are nitakle for users with
limited backgrounds in Al planning technology.

Figure 5.6 illustrates the SIPE-2 GUI, where on the left ssdéisplayed the com-
mands of the drawing menu, and on the right side is shown angragpresentation of
a plan at a high level of abstraction. There is a semantictiootéhat says that green
hexagons are goals still to be solved, and blue capsulestoas
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Figure 5.6: [Wilkins, 1997] - SIPE-2 GUI.

SIPE-2 also has resources to permit viewing of large planseméxpanding the
plan to the lowest levels it can contain hundreds of actisoshe plan drawing doesn’t
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fit on the screen, making it difficult to visualise. To surptssse problems, the inter-
face provides some techniques, such as scrolling, a biglsieyw that shows the plan
in a low resolution window which controls the view in the higésolution, options

concerning which actions to display and what informatioligplay for each action,

and also commands in the node menu that are useful when anplggye plans.

5.3.5 MPA

The multi-agent architecture for planniddPA (Multi-agent Planning Architecture)
[Wilkins and Myers, 1998] uses an approach of an open adite to permit integra-
tion of different technologies to solve planning problemsarge-scale domains. It is
designed to solve problems that require the use of combewthblogies and cannot
be solved by individual systems. In MPA, interface spediftces are shared by agents
which makes possible the integration of different techg@e. The system has a cen-
tralised storage approach for plan-related informatioa shared plan representation,
and meta-level agents that control and customise the otters between other agents.
MPA's planning representation approach is called the Actrfedism (Wilkins and My-
ers, 1995), which is a language for representing knowledgeiathe generation and
execution of plans in dynamic environments. Agents in theANRlti-agent archi-
tecture approach share this language and interface sgicfido integrate different
technologies in the system.

For information visualisation, MPA has the integration géats that are responsi-
ble for the roles of (1) user interaction; (2) plan visudiiesa; (3) plan evaluation and
simulation output visualisation. These agents are impteetemaking use of legacy
systems: the ARPI Plan Authoring Tool (APAT) from ISX, VISEGsystem from
MAYA, and Air Campaign Simulator (ACS) from the University of ddsachusetts.
The APAT agent has the role of the user interface, advice gemand plan visualiza-
tion. The VISAGE agent is also responsible for plan visadie and, while the ACS
agent provides simulation of plans, the VISAGE agent alswiges plan visualisation
for simulation outputs.

The visualisation approach in these legacy systems, andéispective agents (for
user interface and plan information visualisation) is lbage GUIs. These systems
are based on different technologies: APAT is a legacy systeitten in Java, while,
for instance, the ACS system is written in LISP. However, M&rats integrate these
different technologies in the system. In order to make fdsghis integration in the
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MPA multi-agent planning architecture, the agents readgtaening information rep-
resented in the Act Formalism and translate it to their ovwmesentation.

Figure 5.7 [Wilkins, 2000] shows VISAGE/MAYA data plots forformation pro-
duced by ACS from a planning simulation on a MPA demonstratidhis demon-
stration was entitled 'Planning and Evaluation of Multigliernatives using Advice,
Visualisation, and Simulation’. This specific data plot\wkair strikes by target status
and aircraft status.
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Figure 5.7: [Wilkins, 2000] - VISAGE/MAYA data plots for planning simulation informa-

tion.

In addition, there is also an editing system for the Act Fdrsna the Act-Editor,
which is a graphical browsing and editing system for knowkedxpressed in th&ct
language. Through the Act Editor it is possible to createywand edit Acts, the
basic unit of theAct Formalism Each Act describes a set of actions that can be
taken to achieve specified goals in certain conditions. TheHEA&litor also permits
browsing graphical procedures, editing procedures thraligect manipulation, man-
aging plans and operating procedures, and verifying agdioBonaries of predicates
and objects. User interfacing is done by a graphical disgéaged on Grasper-CL
[Karp et al., 1994] software. Grasper-CL is a system for vigvand manipulating
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graph-structured information and for building graph-lwhaser interfaces for applica-
tion programs.

Considering MPA's visualisation approaches, one view is, thithough MPA has
not itself got a plan visualisation implementation, it canéfit from its architectural
nature - multi-agent and multi technology - to integratéestént services that can pro-
vide different solutions for information visualisationoiHnstance the ones provided
by legacy systems, off-the-shelf software or even new andistomised solutions.
Additionally the sharing of the same plan representatiqgir@gch - the Act Formalism
- Is a positive aspect of the MPA system, including for vigagtlon purposes. The use
of a standard representation for planning related infoiongtermits it to be used as an
input for information visualisation components. In thisyplan visualisation agents
can use this representation of plans, operators and opgnatocedures as input, and
integrate visualisation components and technologiesatsystem. Nevertheless, from
the demo project GUI, showed in Figure 5.7, can be noted thsiriformation visu-
alisation solution is completely customised for the aggilom context and goal.

5.3.6 PASSAT

Plan-Authoring System based on Sketches, Advice and Teegdldyers et al., 2002],
or PASSAT, is a plan-authoring system that supports the ins@ixed-initiative pro-
cesses of planning. Plan authoring systems provide a séaofagliting and manipu-
lation capabilities that support users in developing plasch systems provide new
ways to structure the planning process through principdgdasentations of plans with
well-defined semantics.

PASSAT has tools for constructing plans and modules forraated and mixed-
initiative planning designed to complement human skillssing PASSAT users can
construct and modify plans interactively and draw upon ealp of templates to as-
sist the plan process. Templates are a form of hierarchasi hetworking (HTN)
[Tate, 1977] and contain parameterised standard openatowgdures and cases.

The system has two principles for planning, in a combinatbmteractive and
automated capabilities:

e Flexible out of the box planning: works as a traditional Al planning system.
Offers the users a set of solutions in a form of predefinedactiodels that un-
derlie plan deployment. The solutions are based on tenglhtevever it works
only as a guideline for performing tasks. The user has fle®ilio expand the
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set of solutions defined by the template (for instance thedmpfanner can over-
ride constraints, drop tasks, or insert additional taskg)is flexibility is good
for domains where correct and comprehensive templatesot@enprovided.

e Controllable user-centric automation: automation designed to complement
human skills that is invoked under user control in contextere the human
planner feels it is beneficial.

PASSAT'S approach for plan representation is based on thN Hate, 1977]
model, but with extension for temporal representation &mks. Regarding mixed-
initiative style for planning, PASSAT has the following mdieatures that supports
it:

A library of predefinedemplateghat encodes task networks of standard operat-
ing procedures and previous cases;

A mixed-initiative plansketchmodule that permits users to refine outlines for
plans to complete solutions;

An advicecapability that permits users to specify high level guides for plan
that the system helps to enforce; and

A process facilitationmechanism that allows user to keep track and manage
planning tasks and information requirements.

These mixed-initiative features appear in the PASSAT Gligjufe 5.8 is an exam-
ple of a snapshot of PASSAT GUI during a planning section. ddraponents of the
interface are as follow:

e Large left frame: contains hierarchical decomposition oifrent partial plan.
Folder icons represent tasks that have been expanded¢@tariepresent tasks
that can be expanded further (automatically or interafytjyeand documents
icons are tasks that match no template;

e Upper right frame: shows the current agenda (the list of lag steps the user
must perform to address outstanding issues);

e Lower right frame: displays list of information requirenisifsource of informa-
tion that has been identified by the user, or PASSAT'S plappkimowledge as
relevant to various portions of the planning process);
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Figure 5.8: PASSAT user interface - [Myers et al., 2002].

The interactive process through the interface occurs wherhtiman planner de-
velops the plan by selecting a planning step from the agendgarforms that step.
The planner then would be presented with several optiortd) as: (1) apply one of
the templates that matches the task, (2) enter an expansionathy, or (3) create a
sketch for achieving the task and work with PASSAT to refireegketch. Processing a
planning step like that can generate additional planniegssto be added to the agenda
and also new requirements. Basically, there are two mainesiofl user-centric plan
development:

¢ Interactive plan refinement: this mode involves three tygfgdanning step that
the user can interact - expand task, instantiate varialdeesolve constraint;

e Plan sketching: in this mode the user can sketch an outlirreén with the
system providing assistance in expanding the sketch tauicoffor a particular
objective.



76 Chapter 5. Information Visualisation in Intelligent Planning Systems

Figure 5.9 shows a GUI for the interactive process of sketghwhere the user
assists in the repair of an original sketch.

Step 5: Repair Sketch Expansion

Figure 5.9: PASSAT interface for user interaction.

The window displays the available repair options for eaablation that occurs,
which may consist of: (1) dropping the constraint, (2) chiagga parameter for a
designed task, or (3) making no repair. For supporting thex urs changing a task
parameter, the interface provides a drop-down list of cdeni values checking before
for violations of the constraint in question.

5.3.7 ASPEN

ASPEN (Automated Scheduling and Planning Environment) [Chien.e2800] is
an integrated planner and scheduler system designed foe spasion operations,
where planning and scheduling operations consists in géngr from a set of high
level science and engineering goals, low level spacecoafincands. These low level
commands include coding of spacecraft operability comgsaflight rules, spacecraft
hardware models, science experiment goals, and operatmmegures. ASPEN per-
mits automation of command sequence generation and erladpswf operation spe-
cific knowledge, which can be controlled by a small operateam.

The system provides planning and scheduling services gitrthe following fea-
tures: a constraint modelling language, a constraint mamagt system, a set of
search strategies for plan generation and repair, a largieagepresenting plan pref-
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erences, a real-time replanning capability, a temporaaeilng system for temporal
constraints, and a graphical interface for visualisingipland schedules in a mixed
initiative fashion of planning.

ASPEN GUI (Graphical User Interface) allows manual genenaand manipula-
tion of activity sequences. The GUI is time oriented and cosepl of components that
permit: (1) plan modification via pull down menus and buttd@3 visualisation of ac-
tivities as black horizontal bars; and (3) display valuesesburces and state variables
over time as coloured blocks in the bottom part of the GUI

ASPEN has been applied in space related applications, such a

¢ Distributed Self Commanding Robotic Systems: for operadiomultiple space-
crafts;

e Citizen Explorer (CX1): a small earth satellite where ASPENIsgd to auto-
matically generate its command sequences.

Figure 5.10 shows snapshots of the ASPEN GUI during a dembeCitizen
Explorer project. Time is on the horizontal axis, where ldimes are shown on the
right. The upper part of the screen shows the current aetivin the mission plan,
with each line beginning at the activity start time and fimsghat its end time. At the
bottom, the time lines represent the state and resourcateswolaccording to how it is
modelled and tracked by the planner.

In the ASPEN system the model is a description of the typeswfiaes that can
be performed on the spacecraft, together with constramposed by the spacecraft
on those activities. Constraints can be ordering consgaresource bounds, or state
limitations.

For the CX1 project demo, the model includes activity desioms, uplinks, down-
links and engineering activities. The model also descriieesurces such as battery
power, solar array power, and on-board memory. Periodsairgt station visibility
are modeled as states.

In Figure 5.10 we can see the ASPEN GUI in two phases of the CXiodéOn
the left side the initial state is loaded, and the figure orrigji® side shows the results
after plan generation.

ASPEN's information visualisation approach is based on $Wlhere good use
is made of graphical resources to represent activitiesnagaimelines with colour
differentiation (for example, red is used to shown conflicactivities). However it is
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Figure 5.10: ASPEN GUI [Chien et al., 2000].

attached and dependent on the system approach: sincesbia acheduling system,
the information visualisation method is strongly connddtethe manipulation of time.
In addition, despite the system having support for plan ettec, and plan repair (by
iterative repair), its user interface doesn't explore thaspects in depth. Plan repair
is only supported when conflicts occur after plan generatiamere conflicts can be
repaired by making modifications manually using the GUI orrloyning the iterative
repair algorithm. The plan repair algorithm can be invoksdhg the GUI or it may
run automatically as conflicts arise.

5.3.8 MAPGEN

MAPGEN [Ai-Chan et al., 2004] is a mixed-initiative planniagd scheduling project
for the NASA Mars Exploration Rover Mission, launched in guenmer of 2003. The
objective of this mission is to elucidate the planet’s pdishate, water activity and
habitability, using two NASA rovers - Spirit and OpportuniMAPGEN is used as an
activity-planning tool.

MAPGEN combines two existing systems: the APGEN [Maldagua.e1997]
activity planning tool and the Europa [Jonsson, 1999] plagnand scheduling system.
For each Martian day (sol) users on earth receive data fremmavers. Based on this
data, they have to construct, verify, and uplink to the reverdetailed sequence of
commands to be used in the next sol that satisfies the missiais.gTo help in this
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task MAPGEN can automatically generate plans and schedadssst on hypothesis
testing (what-if analysis on various scenarios), supplam gditing, analyze resource
usage and perform constraint enforcement and maintenance.

The planner’s domain model specifies constraints (suchrbgiften activity over-
laps or resource violation). The model derives from an &gtigictionary that de-
scribes abstract activities that the science user would aed flight and mission rules
based on the project’s flight rules dictionary. The plamiednstraint engine enforces
the domain model rules.

MAPGEN functionality is defined as follow: (1) during the &dly plan-generation
phase for uplink, science users construct a list of observdor each sol; (2) each
observation consists of a collection of coordinated higyel activities; (3) APGEN
expands these into lower-level activities based on the itiefis in the activity dic-
tionary. These activities together with the supplied eagiing activities and initial
conditions define the basis of the start of the planning phase

The planner uses the domain model and generates a possible the APGEN
GUI then plays a role in assisting the mixed-initiative g@sg of planning. The GUI
displays this possible plan as a possible solution for thee tes modify. MAPGEN
also has another method that allows selective incremetaahmg of the high-level
observation goals. In this method the user must determmerither in which observa-
tion goals are solved by selecting them in the GUI. In additiee user can experiment
alternativewhat-if scenarios. Intermediate results are feed into the nestitar cycle
in this mixed-initiative style until a final plan that the usieds appropriate is reached.
When this process is completed the output is saved in a filedermthe next uplink
process phase.

For the user input, there is also a separate toolctvestraints editorto enter the
sol-based or daily constraints. This tool facilitates entg visualisation and consis-
tency checking of temporal constraints. After constraams input via the GUI, the
planner enforces these constraints to provide a more désismlution according to
the scientist user intent.

MAPGEN uses a concept @exible-timeto handle temporal constraints. It means
that instead of finding a single solution, the planner presemaximum temporal flex-
ibility by maintaining a set of solutions that satisfy thenstraints, represented inter-
nally as asimple temporal networfSTN). However, representing such flexibility in the
GUI creates problems. For any plan GUI, providing a visuptesentation of flexible
windows, as well as binary temporal relations (such as leedad after) it is difficult to
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find a suitable visual representation. APGEN as used with MER has certain tools,
such as one for calculating resource usage that requirecdoteedule of activities.

MAPGEN solves this problem by presenting a single solutmthe user in the
APGEN GUI, while the planner maintains the flexible set ofusiohs as a backup.
So, while the user sees a traditional fixed timepoint plameéAPGEN GUI, the un-
derlying representation of the plan in the planner is a nd® of adjacent plans that
all satisfy the constraint. Nevertheless, the user can aisess the full set of solu-
tions throughconstrained moveConstrained move consists of drag and drop activities
moves by the user in the timeline. After this action of drad drop, the planner adds
a position constraint to fix it there. Such constraint is ggted to the other activities,
which change their locations accordingly, by the minimunoant necessary to satisfy
all the constraints. In this way the planner performs aativestraint maintenance with
minimum perturbation of the previous state.

In summary, MAPGEN enables visualisation and manipuladigrians for mixed-
initiative interaction with the user, so that the MAPGEN Guldys an important role
in supporting mixed-initiative planning. To conclude tlaralysis of visualisation
in planning systems, we can enumerate some well know plarthat do not have
user interfaces implemented. They are: Graphplan [BlumFandt, 1997], TALplan-
ner [Doherty and Kvarnstrm, 2001], MIPS [Edelkamp and Hetn001], Blackbox
[Kautz and Selman, 1998b] and FF [Hoffmann, 2001].

5.3.9 Sapa

Sapa[Do and Kambhampati, 2003] is a domain-independent héuftwvard chain-
ing and temporal planner that deals with durative actioretyimresource constraints,
and deadline goals. It uses a set of distance-based hesiristicontrol the search
and can solve planning problems with complex temporal asdueee constraints effi-
ciently.

The Sapa action representation is mainly based on PDDL+§RdX{.ong, 2001]
language, an extension of PDDL [McDermott et al., 1998] fqaressing temporal do-
mains. This representation permits not only the expressfanstantaneous actions,
but also actions with durations as used in temporal planiepermits representation
of: actions that have non-uniform durations, precondgidimat are true at the start
point or used to be maintained true for the duration of théoactind effects that are
true at start or finish points of an action.
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Sapa’s search algorithm is a domain independent forwarthiciggheuristics and
temporal planner. It does forward search in the space of-stamped states. Sapa
adapts the search algorithm proposed by [Bacchus and A@y,]28 forward chaining
algorithm that is able to use the type of action represesmaitsed in Sapa, and permits
concurrent execution of actions in the plan.

To guide the search process, and cut out the bad branchgsSsph uses heuris-
tics. The heuristics used in Sapa are based on: a relaxedtahganning graph,
action durations and deadlines, efficient satisfying sgaand metric resource con-
straints to adjust heuristic values.

The Sapa user interface is based on GUIs, and as it is a tehgbanaer, it gives
emphasis to temporal information. The GUI is based on gegplaharts. It permits
visualisation of the plans generated by Sapa and relatietvggen actions in the plan,
for example, casual links, mutual exclusions, and resorglaions. The charts used
in the Sapa GUI have options to show: a time line of final plaak action shown
with its actual duration and starting time in the final placgusal relations between
actions, use of resources between actions, and also toallespecific times at which
individual goals are achieved. Sapa GUI is shown in Figuté 5.
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Figure 5.11: Sapa user interface - [Kambhampati, 2002].



82 Chapter 5. Information Visualisation in Intelligent Planning Systems

Both planner and GUI are developed in Java. This aspectitédes the develop-
ment of other interface versions, such as a web one. So, $spaas a web-based
interactive interface for the planner which has been dgedas a Java Applet.

The Sapa GUI provides many technical details about the pigrprocess that are
useful for domains requiring a more complex notion of timer iRstance, information
is given for plan details (problem, functions, predicag@®unded actions, planning
time, stages generated, stages explored), action deitaglex( start time, end time,
duration, objects, pre action relations, post action i@te) and plan domain.

However, for users without a background in planning tecbgglthe analysis of
these temporal charts and information will not be an eady. té#sother restriction
is that the Sapa charts displays only the time line for thd fiten. Intermediary or
interactive results cannot be shown.

5.4 Categorisations and Comparison

Categorisations and comparisons of visualisation methodgelligent planning sys-
tems can be made analysing them from different aspects asgdquives, such as:

e Which aspects of the planning process it supports:

— Domain Modelling;
— Planning Generation;
— Planning Execution; and

— Planning Simulation.

¢ Visualisation versus the planning approaches of seardhritig, plan represen-
tation and plan product.

e Related to the visualisation approach supported:

— GUI: GUI approaches can be based on graphical resourcegaxylesys-
tems or on new conceptualised and implemented graphicaliress;

— Natural Language;

— Not Existent: some planners do not have a visualisationcgmpbr.

The investigation presented in this section tries to giverzegal notion about visu-
alisation in Al planning.
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5.4.1 By Visualisation Approaches

A general visualisation categorisation can be proposeddan the visualisation ap-
proaches used in intelligent planning systems. Table ®4qnts the categorisation.

Category Planners Advantages Disadvantages

of Visual-

isation

External MPA, O-Plan Lower implementa-Lower customisation
GUI tion time cost flexibility

Visually expressive

Native ASPEN, Higher implementa- Higher customisa-
GUI PRODIGY/ANALOGY, tion time cost tion flexibility
Sapa, SIPE-2

Visually expressive

Natural TRAINS, TRIPS Suitable for situa-Not where graphical

Language tions where visual representation has

Interface interaction is not more expressive
possible power

Without Blackbox, FF/Metric- - -
Imple- FF, Graphplan, MIPS,

mentation TALplanner

of Visual-

isation

Table 5.1: Visualisation categorisation in Al planning systems.

The categonxternal GUlincludes the systems whose visualisation approaches
are based on GUIs developed with legacy systems and/ohef$tielf software. Ex-
amples of planning systems in this category are the MPA aidaD-systems. In MPA
the visualisation module is developed with legacy systeand,in O-Plan the GUI is
implemented with off-the-shelf software, such as CAD system

The categornNative GUI expresses the cases where a custom GUI is developed
using the implementation platform. Planning systems is tategory are: ASPEN,
PRODIGY/ANALOGY, Sapa, and SIPE-2.
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The categoryNatural Language Interfacicludes systems that communicate plan-
ning related information mainly via natural language pssieg technologies, instead
of using graphical resources. The system TRAINS and itsessmr TRIPS are in-
cluded in this category.

Others efficient planning systems do not have any implentientaf information
visualisation yet. The following planners are in the catggdithout Implementation
of Visualisation Blackbox, FF/Metric-FF, Graphplan, MIPS, TALplannerc.efThe
number of planners that have not explored the visualisagpect yet indicates the
lack of research in this area, and the need of further inga8tin and improvements.
The next section will discuss this need.

5.4.2 By Planning Aspect Supported

Different intelligent planning systems give support tdeliént aspects of the planning
process. Mainly, the user interfaces give more attentiguldn generation. However,
some planners also make efforts in domain modelling, pl&teton and simulation
user interfaces.

According to the planning aspect supported in the visutdisapproaches, we can
classify the support given in user interfaces approaches as

e Domain Modelling User Interface Support;

Plan Generation User Interface Support;

Plan Execution User Interface Support;

Plan Simulation User Interface Support; and

Plan Repair User Interface Support.

Table 5.2 summarises the planning systems discussed ingh®yps section, ac-
cording to the planning aspect that they support.

From this investigation we can note that the main focus ofuber interfaces is
actually in planning generation support. The approach raset for this is graphi-
cal, where GUI's are used to visualise planning informataoording to the planner
paradigm and aims. So, for example, while the ASPEN plan rg¢ioa GUI is very
attached to the problem it solves (generate low level spattecommands from a set
of high level science and engineering goals), the Sapa userface puts emphasis
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Planner Domain Plan Gener- Plan Execu- Plan Simu- Plan
Modelling ation tion lation Repair
ASPEN - X - - -
MPA X X - X -
O-Plan X X X X X
PRODIGY X X - - -
Sapa - X - - -
SIPE-2 X X - - -
TRAINS/TRIPS - X - - -

Table 5.2: Visualisation support in different planning aspects.

on temporal planning information. On the other hand, O-Rldds the feature in its
GUI interface of considering roles played by users in thepiag process, and accord-
ing to that, provides different views of plans. The PRODIG#mer adds elements
of interaction in its user interface, where the user can plah the planning algo-
rithm, following an animation, interrupting the proces$esanalysis, and changing
search strategies. The SIPE-2 system also provides etalddraeraction permitting
user input during the process, however some of the resoawedisble require a strong
planning technology background by users. Finally, amongpoalysed examples, the
most distinctive approach is the one of the TRAINS/TRIP3$esys which support plan
generation through natural language processing techsjigueviding a good level of
interaction.

Regarding domain modelling support, these systems hateratit facilities for
their user interfaces. MPA and SIPE-2 are both based on th&dwnalism for plan
representation, and make use of a custom tool for domain InmagleT here is an edit-
ing system for the Act formalism, called Act-Editor. The Agtlitor permits graphical
browsing and editing for knowledge expressed in the Act leagg, and also of other
resources, such as procedures. In addition, SIPE-2 alsesnaie of a generic knowl-
edge base editor, the GKB-Editor, where a sort hierarchybeaoreated, viewed and
edited.

O-Plan also provides an environment for domain modellirging the Task For-
malism (TF), a domain description language. TF is a fram&vior modelling and
analysing planning domains<I-N-OVA > and its successor|-N-C-A> are used as
the internal plan representation within O-Plan, where plaire represented as a set of
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constraints. Similarly, the PRODIGY interface also pesmitodelling plan domains,
where it can be done in three different ways, from direct Lsspucture editing to

graphical and form-based specification. Each way is moralsiei or not depending
on the user background on planning technology. On the otest ASPEN, Sapa, and
TRAINS/TRIPS do not have support for knowledge input andiegli

Only some systems from our analysis give support to plansimgilation and ex-
ecution in their user interface. It is important to distilgfjubetween having facilities
for plan execution and giving support to that via a visuaisaapproach. On this ba-
sis, despite the ASPEN system allowing integration of plagand execution, its GUI
does not give support for that. On the other hand, the O-Blstes provides an envi-
ronment for execution of activity plans and it also has fdes that permit interaction
with the system in a mixed-initiative style for simulatiohgan execution and plan
repair. In addition, its limited media interface approachblides a plan execution fa-
cility, where in order to execute a plan, the user is presewiéh a depth-first ordered
list of nodes that have the status of being executable, gieat has been completed
so far in the execution process.

Similarly, there is little support to simulation in the useterfaces of the systems
analysed. MPA provides some resources for plan evaluatiohsamulation output
visualisation, while O-Plan World Views permits visuatisa and creation of simu-
lations and animations. Also, O-Plan permits interactiatinthe system in a mixed-
initiative style for simulation of plan execution and plapair. ASPEN, PRODIGY,
Sapa, SIPE-2, and TRAINS/TRIPS do not present visualisatipport to simulation.
With the exception of O-Plan, very little support to plana@ps presented in the sys-
tems analysed.

5.4.3 By Search Algorithm, Plan Representation Applicatio n Do-

main and Visualisation Approaches

In this section different intelligent planning systemsamnalysed regarding their search
algorithm, plan representation, application domain asda&iisation approaches. Cor-
relations were investigated, for instance, between seagtrithms and/or plan rep-
resentations and the visualisation approaches adoptduebgystems. The following
systems were analysed, each with different approacheddonmg: ASPEN, Black-
box, FF, Graphplan, Metric-FF, MIPS, MPA, O-Plan, PRODIBNALOGY, Sapa,
SIPE-2, TALplanner, TGP, and TRAINS/TRIPS.
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Table 5.3 and its continuation in Table 5.4 summarises theacheristics of plan-
ning systems in terms of search algorithm, plan representapplicable domain and
visualisation approach.

Analysing the data in Table 5.3 and Table 5.4 we can noteltleapproaches used
for visualising planning information do not have any redatiwith (or influence by)
the planning search algorithm used by the planners. Howéwvermway that the plan
representation is made may have an effect on visualisataratities, since particular
representations of plans can be more appropriate for graphiesentation than others.



Information Visualisation in Intelligent Planning Systems

Chapter 5.

88

Planner Approach/Search Plan Representation Domain Visualisation
Algorithm Approach
ASPEN Iterative repair Constraint modelling lanSpace mission operations GUI
guage, expresses also tempo-
ral constraints
Blackbox Graph Based PDDL STRIPS STRIPS benchmark problemNot available
and Planning as (logistics, highly parallel do-
Satisfiability-SAT main, blocks world)
FF, Metric-FF  Heuristic Search PDDL and ADL STRIPS and ADblgems Not available
Graphplan Graph based Planning Graph structu®TRIPS problems Not available
STRIPS style language
MIPS Binary  Decision Binary decision diagramsSTRIPS problems Not available
Diagrams (BDD) (BDD), however receives as
based input language PDDL and
ADL
MPA Multi-agent Act Formalism Domain-independent  (Ap&UI (Developed
plied in large-scale Air with legacy sys-
Campaign Planning domains)tems)
O-Plan Knowledge-based <I-N-OVA>/<I-N-C-A> Domain-independent GUI (Developed
and HTN with off-the-shelf
software and
web)

Table 5.3: Part | - Categorisation by search algorithm, plan representation, application domain and visualisation approaches.



Planner Approach/Search Plan Representation Domain Visualisation
Algorithm Approach
PRODIGY/ Case Based andSTRIPS style language, butDomain-independent GUI
ANALOGY Generative extended for more expressive-
ness
SAPA Temporal Plan- PDDL Domain-independent GUI
ner and Heuristic
Search (Forward-
chaining)
SIPE-2 Interactive Act Formalism Domain-independent GUI
TALplanner Handling Uncer- TAL (use of formulas in a Domain-dependent (Uses doNot available
tainty, Temporal temporal logic) main dependent knowledge to
and Knowledge- control search)
based and HTN
(Forward-chaining)
TGP Temporal and STRIPS extension for expres-STRIPS problems Not available
Graph Based siveness
TRAINS/ Interactive  Plan- Shared representation of plans Logistic domains. InjtialNatural language
TRIPS ning routing and scheduling of

trains. Later, evacuation do-
mains (like Pacifica domain)

Table 5.4: Part Il - Categorisation by search algorithm, plan representation, application domain and visualisation approaches.
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Chapter 6

Overview Summary

6.1 Problems and Gaps

This section discusses the existing problems and gaps @r#aeof information visu-
alisation in intelligent planning systems, based on thédyarsof the planning systems
in the previous chapter.

Many advances have been made in intelligent planning systerainly related to
the core problems, such as the development of faster selyehtlams, finding the
shortest plans, etc. However, there is a lack in researchowdge better support for
the proper use and interaction with planners. Only a few wadkdress the problem of
visualisation in planning systems. This problem is evenenemhanced in collaborative
planning environments, where visualisation can play aroitgmt role. There is a need
for better support in collaborative planning systems aspamed to planners working
in isolation.

The main problems identified in this study of informationuatisation in planning
systems are:

e Absence of solutionsmany successful and awarded planners do not even have
a solution for information visualisation. The Graphplady® and Furst, 1997]
system is an example of such a planner. Despite its advanitiesaspect to
planning algorithms, this system does not have a way to camoate planning
resources and output information to its users. Note, howehat Graphplan
is an ongoing project, which is still the subject of reseaasicd improvements
[Long and Fox, 2003]. This problem is also true for many otpk@anning sys-
tems, as discussed previously.

91



92

Chapter 6. Overview Summary

e Lack of flexibility : some planners only consider one unique approach, when

such an approach is not always appropriate for every simatFor example,
the PRODIGY system which is mostly based on a GUI approacthievihe
conversational systems TRAINS/TRIPS provides a naturgjuage approach.

Attention to a single aspect in the planning processvisualisation approaches
are generally destined only to address one aspect of thaiptaprocess, such
as plan generation, leaving other aspects such as plantexewaithout support
for information visualisation.

Software conception, architecture and lack of modularisaion: in many plan-
ning systems, even the ones with a modular approach, in glether visualisa-
tion software is designed with its features and/or moduldyg satisfying cur-
rent requirements. However, if the planning system is sulje changes and
improvements, the implementation that deals with visa#ilié will also have to
be re-defined and re-implemented. In addition, if a systebuik with similar
planning concepts to another planner, the visualisatiodutgin general cannot
be re-used even when dealing with similar concepts, reptasens and conse-
guently information. Thus, the way that information vigsation in planning
systems is currently approached does not permit re-usefvfa®. Hence, a
new system or upgrade of systems implies requirements femausualisation
module development.

Information Visualisation approach attached to planning paradigms. the
information visualisation approach is closely attachedre or more aspect of
the planning paradigms adopted. This can be the domain dicappn, the
paradigm/search algorithm used, the plan representased,wr the planner.
For instance, if the system is about planning and schedtdingpecial domains,
such as the ASPEN system, its information visualisatiorhoag will have ele-
ments inherent to this domain as part of the core visuatisatpproach. Instead,
to solve this problem, the information visualisation a@mio could have basic
elements related to the planning approach, and customisetests that would
permit it to deal, for instance, with application domainrets in a tailored
way.

Lack of generality in the solutions proposed general visualisation mecha-
nisms have not been proposed to deal with planning infoonatnd their use in
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practical and broad applications. Generality will increa@mong other things,
reusability and permit a more lasting approach.

The conclusion is that there exist plenty of research oppdies in this area.
These research opportunities are discussed in the nektrsect

6.2 Research Directions

The existing problems and gaps in the area give rise to mawsareh opportunities.
Following there are some aspects that are investigateceithébsis and were taken in
consideration when developing our solution:

e Development of more general frameworksgeneral frameworks will give sup-
port to different planning paradigms regarding informatiasualisation. This
would permit a broader flexibility and increase usabilitylgortability.

e Use and integration of different modalities for information visualisation
(multi-modal approach): the integration and use of different modalities of in-
formation visualisation (such as textual, graphical, retanguage, virtual real-
ity, etc.) will permit an appropriate use of each modalitydifferent situations.
Issues such as adaptation can also be dealt with. For irstan@ situation
where the user is executing some task that does not allonhbmid pay at-
tention to the screen (visual based mechanisms for infoomatisualisation),
sound can be used as an alternative approach.

e Address issues regarding collaboration and different typef users involved
in the process some situations and scenarios require collaboration dxtw
users to solve problems in a mixed-initiative fashion ofnplimg. This leads
to the question of different types of users (or human ageatshg part in the
process. Human agents may have different backgroundspititipa, authorities
and preferences when working in a collaborative planningrenment. Thus,
one direction of our research is to consider these questiotise context of
visualisation to planning information.

e Mobile computing for realistic collaborative environments: information vi-
sualisation aimed at mobile devices can play an importdat fo realistic envi-
ronments human agents may need mobility to perform thdustasthe process.
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So, the idea of delivering information to mobile devices sapport the planning
process in many ways, from generation to execution of plans.

All these points discussed above were considered and agdr@s our approach
and will be detailed in the next chapters.

To conclude, considering the lack of works in this area ofi@lsation of planning
information and the new requirements of planning environtsesuch as realism and
collaboration, there is a need to re-think the problem andicter the investigation of
new and vanguard approaches. For instance, semantic biasetisation approaches,
as they have already been considered as trendy approachtes lojormation Visual-
isation communities.

Instead of an immediate solution for specific cases, it iegssary to globally com-
prehend the problem and associated elements, in order teseagt the knowledge
about this problem domain and permit general solutions apgat for advanced ser-
vices, such as an intelligent reasoning.
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Chapter 7
Framework - Semantic Modelling

This chapter introduces the framework proposed for sernaniport for information
visualisation in collaborative Al planning. The framewaskdivided in two partsThe
Semantic ModellingndThe Reasoning Mechanisfhis chapter covers the first part,
presenting the semantic modelling approach that condisiis imtegrated ontology set
for describing and reasoning, in the context of collaboeafil planning environments.
The general purpose of the framework is to provide a multdedlaovay to support
information visualisation in the context described. Néveless, the models can be
used individually for other purposes.

The second part of the framework, regarding the reasonirgparésm, is presented
in detail in the next chapter.

The general approach of the framework is proposed as a golédr organising
and modelling knowledge related to a collaborative enviment of planning, from an
information visualisation perspective. In addition, s@lpermits embedded reasoning
about the visualisation problem.

The remainder of this chapter is organised as follows. 8eciil introduces the
general framework being proposed and the main ideas whiderlia it. Section 7.2
introduces the first part of the framework regarding the sgimanodelling and the
approach of the ontology set. In addition, the section aisocudses how the semantic
modelling particularly fits this framework and the genewakrthat it plays regarding
semantics, knowledge representation and the Semantic S¥elion 7.3 goes into de-
tails of each developed ontology that composes this framev&ection 7.4 discusses
the knowledge representation approach. Finally, Sectidprésents a summary about
the whole framework, before a detailed explanation of tlesoaing mechanism in the
next chapter.
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7.1 Introduction to the Framework

The main goal of this thesis is to propose a general frameVaorkupporting informa-
tion visualisation of planning information in a context afli@borative environments
of Al Planning. The framework consists of two parts:

e Framework Part | - Knowledge Representation considers the aspect of or-
ganising and modelling complex domain problems from theéexinal informa-
tion visualisation perspective; and

e Framework Part Il - Reasoning Mechanism is based on the semantic mod-
elling of Part I, and gives support to reasoning about théeednal information
visualisation problem.

Figure 7.1 illustrates the framework architecture. Usiagantic modelling tech-
niques (ontologies), several knowledge models complemaci other to structure a
collaborative planning information visualisation knodtge model.

This knowledge model framework permits modelling and orgiag collaborative
environments of planning from an information visualisatfgerspective.

Based on that, a reasoning mechanism outputs informatgualsation methods,
tailored for each situation.

The semantic model of the framework is composed by the faigWsub) models:
(1) Visualisation Multi-Modalities, (2) Planning Inforrtian, (3) Devices, (4) Agents,
and (5) Environment.

Formulating and giving context to the problem, the framdwproposed is de-
signed to support: (1) a collaborative fashion of planningere human and software
agents collaborate to solve problems; (2) using mobile egmg when appropriate
to deliver information to the collaborative users in seVéoams; and (3) consider a
multi-modal approach for information visualisation.

It is important to note that the focus of the framework is imalti-modalapproach
for visualisation of planning information. The option forulti-modal information
visualisation is due to several factors, but mainly becaliseonceptual design of the
framework is to be developed as a general solution, rattzer #ttached to a particular
way of visualising information, device display, capaceis.

To satisfy this requirement, the framework was developelliging different modal-
ities of information visualisation, and also, being ableéextended to new modalities.
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Figure 7.1: Framework architecture.

This will permit, for example, not only the integration ofwéechnological inno-
vations, but also the inclusion of new modalities suitablenfew situations.

In the context of the thesis, the term multi-modality, or tauinodal is used to
denominate conditions where two or more modes of operatitsh. 50 the term refers
to conditions where two or more forms of information delivend visualisation are
available and/or used. These forms are designed for boticenawnd expert users, and
can be tailored to the needs of each user. Furthermore itlsam@eans asking for
some information in one form, and receiving in another.

In the last decade many works have been exploring the use tiFmmadal in-
formation visualisation. A solution for multi-modality stialisation is proposed in
[Moran et al., 1997]. In this approach, a multi-agent aettiire, called Open Agent
Architecture (OAA), is used to support multi-modal useenfaces. The Open Agent
Architecture is a multi-agent system that supports thetmeaf agent applications,
where part of the focus is on the user interface of such agpjbics.

The supported interface modalities are: spoken languagewriting, pen-based
gestures, and Graphical User Interface (GUI). The user cgmact using a mix of
modalities. When a certain modality is detected by the systeenrespective agent
receives a message and processes the task.



100 Chapter 7. Framework - Semantic Modelling

The OAA has the following features:

e Open: It supports the integration of agents written in npldtilanguages (C,
Prolog, Lisp, Java, etc.) and platforms (Windows, Solats,);

¢ Distributed: Agents in an application can run on multiplatfdrms;

e Extensible: Agents can be added at run time and their capabibecome avail-
able and also removed from the system;

e Mobile: Applications can be run from a mobile computer or BDA

e Collaborative: There is no distinction in the interface bedww human and auto-
mated agents, which is claimed simplifies the creation ofesys where multi-
ple humans and automated agents cooperate. However tmer@isper system
giving support to collaboration processes;

e Multi Modalities: The user interface supports multiple nabties; and

Multi Modal Interaction: User can enter commands with a nfixn@dalities.

The user interface is implemented with a set of agents clhedrby an agent called
User Interface (Ul) AgentThis agent manages the various modalities. Thus, for exam-
ple, it sends commands to agents to process, for instande suput; invoke agents
that deal with the specific modality, when the Ul agent dstectnodality. The Ul
agent also produces a logical form of the user’s requestjshgassed to &acilitator
Agent (FA)

The FA identifies the subtasks in the user request and deletem to the appro-
priate application agents. In this way, the FA is the key fmpmeration and communi-
cation between agents, since its job is to register capialsibf agents, receive requests
and delegate agents to answer requests. The FacilitatortAge be, however, a po-
tential bottleneck, because it centralises the contrahefapplication.

In addition, OAA gives support to collaboration, but it issmeade in a very sophis-
ticated way since there is no underlying system or mechagisimg specific support
to collaboration. On the contrary, it is the done by the muodtdal user interfaces
themselves.

In the recent past, sessions of the international confeean Information Visual-
isation have been dedicated to the integration of visu#disand ontologies. Several
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works are proposing the use of ontologies in visualisatimblems, and their appli-
cation in the Semantic Web. References and discussionsliegahese works can be
found in Chapter 4, Section 4.5.

The approach proposed in this thesis has similarities argiitspired by a mix
of concepts from these works. It intends to be a multi-magdtamework for infor-
mation visualisation in a context of collaborative intgnt planning systems, based
on industry standards (W3C [W3 Consortium, 2005a]) for sercamtddelling and
ontologies. This fact will permit the framework to work withthe Semantic Web
paradigm, allowing its easy use and application.

Regarding semantic modelling, ontologies have many adgast and disadvan-
tages. Nevertheless they were chosen because they fit ourrenegnts as stated
bellow, and so far they have been the most used approach asamtse modelling
technique. The ontology community sees great potentiahtologies as an useful
technology for building, manipulating, and reasoning oa 8emantic Web and Se-
mantic Grid. However, on the other hand, some in the planogrgmunity, are more
sceptical and claim, for example, that ontologies are dilffito evaluate, mainly in a
large context.

The guestion of why ontologies were chosen as a solution toestigated is
discussed bellow. We enumerate the following aspects ahewidvantages of using
ontologies and why they fit our requirements:

e The integration of Al planning and ontologies (based on markanguages as
knowledge representation tools) will permit the integratwith the Semantic
Web and Semantic Grid concepts. For instance, this integratill permit a
broad application on the Semantic Web/Grid for visualmatspects;

e Extensions of the framework will permit development of apgtions on the
Semantic Web and Semantic Grid;

¢ Al planning technologies are already being used on the Seeialeb/Grid. For
instance, in [Gil et al., 2004] a planning system is describe generate task
workflows for the grid;

e The approach consists of a good opportunity for ontologgtasodelling from
an information visualisation perspective in a collabaatplanning environ-
ment;
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e It is also a solution for the problem of ubiquitous and pem@somputing. It
provides mobile devices with semantics and identity;

¢ Finally, ontology based semantic modelling allow us to adkl/al of reasoning
about different aspects, such as, user’s needs and preésreadaptation related
to services, user interface, etc.

The next section continues this discussion, giving moraildeabout general as-
pects of semantics, knowledge representation Sematic Welihe relation of such
concepts to our framework.

7.2 The Role of the Semantic Modelling Approach

The framework for information visualisation in collabaveg planning systems is based
on a semantic modelling approach. The investigation ofgpmoach is based on some
desired requirements for the final solution proposed, ssch a

e The development of a general framework for supporting im@tion visualisa-
tion in Al planning that would be independent of planners #meir specific
features. For instance, the internal representation ugeddbanner;

¢ Independence of existing and current technologies regardisualisation de-
vices. An approach based on semantic modelling and knoelegfresentation
would allow attacking the problem from its conceptualisatiwhere not only
can the modelling be done in a high level and abstract waysaging the ad-
vance in new technologies, but also, in knowledge basersgsiteis a relative
easy task to extend the models to include new concepts assksiaand

e Considering current trends in Information Visualisatiomnging ontological based
approaches. As discussed on Section 4.4.1, it is a curemd in Information
Visualisation. In the most recent international confeemnia the area, it has been
witnessed that there is an increase in the communitieseisttén applying on-
tologies to information visualisation and their application the Semantic Web.
This aspect will give opportunities for a broader use of sanfework.

In this context, the semantic modelling approach givesrdartions at two levels:
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e Specific Level the contributions are regarding the modelling capaksitper-
mitted by the models in the contextualised environment B&borative Al Plan-
ning. The ontological representation/language allow udetgcribe the problem
from the contextual information visualisation perspeetilin addition it also per-
mits the development of reasoning services based on coalexquirements;

e General Concepts Level the contributions explore the potential use of the se-
mantic modelling approach as related to knowledge reptasen, standardis-
ation and Semantic Web/Grid concepts. Thus, at a broadet, line approach
can fit into the Semantic Web concepts for the developmenpptiGations and
standards. We argue that the models can be used individaglbied to other
context problems, or grouped to problems related to Al plagnon the Semantic
Web/Grid, under the information visualisation perspeztiv

Knowledge representation and reasoning is the area of Addifintelligence (Al)
concerned with how knowledge can be represented symbgliaatl manipulated in
an automatic way by reasoning programs [Brachman and Leee2§04]. In order
to contribute to intelligent behavior, knowledge repraaéon focuses on knowledge.
Humans act intelligently because they know many things aadable to apply this
knowledge to adapt to their environments and achieve gollaking an analogy,
knowledge representation investigates what a computert ageds to know to behave
intelligently and what sort of computational mechanismghmnallow its knowledge to
be made available to the agent as required.

Knowledge representation and reasoning is the study of hwoswledge can at
the same time be represented as comprehensibly as possibleaeasoned with as
effectively as possible [Brachman and Levesque, 2004]. &a@mmodelling through
knowledge representation languages and tools permitddgia structures) to repre-
sent knowledge systems. Automated reasoning allows reagovith these logical
structures.

In recent years, semantic modelling languages and tooks Ien investigated for
application in the Semantic Web. The Semantic Web is theneida of the current
Web in which information is given a well-defined meaning teeénabling computers
and people to work in cooperation [Berners-Lee and Millé02).

The idea is to have an universally accessible platform teamfs data integra-
tion, sharing and processing by automated tools as well bplpe The Semantic Web
infrastructure enables not only web pages, but also databasrvices, programs, sen-
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sors, personal devices, and even household appliancessorme and produce data
on the web. In the Semantic Web, a form of data integratiofiosvad by having data
on the Web defined and linked. It permits effective autonmatttiscovery, integration,
and reuse across applications. This availability of seioalatta on the web also gives
a new dimension to software agents, permitting searcht, fitensformation and use
of information in new and existing ways.

The vision of the Semantic Web is that in the future it will yiae interactivity in
terms of collaborative tools and in real-time. Another retting aspect of the Seman-
tic Web that is relevant, in the context of the thesis, is #eent Mobile Web Initiative.
The Mobile Web Initiative is about making it easy to make wibsswhich work on
mobile devices, such as pocket PCs, PDAs, mobile phones, etc.

In parallel to that, the need for a broader use of knowledggeld planning has
been discussed in recent years. In [Wilkins and desJar2iiid,] it is advocated that
the use of knowledge-based planning will bring many advgegdo the area, mainly
when focusing on solving realistic planning problems. Carmlomains can benefit
from methods for using rich knowledge models. In this pectipe, among the existing
planning paradigms, hierarchical task network (HTN) is thest appropriate to this
proposition. In contrast to methods that use a minimal kedgé approach, such as
the ones that use the knowledge representation based orPSTRbwever, despite
the advantages of the HTN paradigm, it also has limitatiath @is complete domain
modelling, a very difficult task in real-world planning doms. Thus, there are many
researches opportunities in order to improve and permitoader use of knowledge
models in real world planning problems.

According to [Wilkins and desJardins, 2001] and based oin &x@erience in plan-
ning for military and oil spill domains, the following capiéibes are needed to solve re-
alistic problems: (1) numerical reasoning, (2) concureations, (3) context-dependent
effects, (4) interaction with users, (5) execution monitgy (6) replanning and (7)
scalability. However, the main challenges in real-worlangins are that they cannot
be completed modelled and consequently, they raise isfagg planner validation
and correctness. So, in order to make Al planning technoimgful for realistic and
complex problems, there is a need to improve the use of kriyelenodels in several
aspects related to planning; and the development of metioddechniques able to
process and understand these rich knowledge models.

Three types of planning knowledge are identified by [Kauiz alman, 1998b]:
(1) knowledge about the domain; (2) knowledge about goodspland (3) explicit
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search-control knowledge. [Wilkins and desJardins, 2@@fdnded this list about plan-
ning knowledge mentioning that knowledge-based planriecsceal with: (4) knowl-
edge about interacting with the user; (5) knowledge aboeit'sipreferences; and (6)
knowledge about plan repair during execution.

Recent research has been following these principles tolajeveore expressive
knowledge models and techniques for planning. [McCluskely@impson, 2004],
for instance, proposes a work from the perspective of kndgdeformulation for Al
planning, in a sense that it provides support for knowledgpussition and domain
modelling. GIPO (Graphical Interface for Planning with &tfs) consists of a GUI
and tools environment to support knowledge acquisitiorpfanning. GIPO permits
knowledge formulation of domains and description of plagnproblems within these
domains. It can be used with a range of planning enginesg shecplanner can intake
a domain model written in GIPO and translate it into the plisinput language.
GIPO uses an internal representation that is a structunedaldanguage to capture
classical and hierarchical HTN-like domains. Consequeatityaimed at classical and
hierarchical domain model types. The advantages of GIP@hatat permits oppor-
tunities to identify and remove inconsistencies and ineadas in the development
of domain models and guarantees that the domains are ggathctorrect. It also
uses predefined “design patterns”, that are calederic Typeand give a higher level
of abstraction for domain modelling. GIPO has an operatduation process called
opmakerwhich is aimed at a knowledge engineer who does not have abmaokd
in Al planning, to permit a successful use of Al planning pigans. The GIPO plan
visualiser tool allows engineers to graphically view théput of successful plans gen-
erated by integrated planners. However it assumes a domaiml&dge.

Based on these discussions of knowledge enrichment in ipignthis thesis ar-
gues that this vision should be even more augmented. Oun ¢tathat knowledge
enhancement can bring benefits to other areas related taiptarand we highlight
the planning visualisation area. Knowledge models dewsldpom the information
visualisation perspective will permit modelling and reaisg about the problem.

Considering this wider background of knowledge, the sernantidelling approach
gives contributions at a general level.

On the other hand, considering the contextual collabaagimvironment of Al
planning under which the framework was developed and itsatives, this approach
gives contributions at the specific level. The main contidns at the specific level
are:
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e The models/ontologies allow the description of the contakenvironment of
Al planning from an information visualisation perspective

e The semantic-based framework gives support to a genentisolof informa-
tion visualisation that, in particular, tries to be indegent of specific tech-
nologies regarding planning systems (such as search agpraaernal lan-
guage/representation, output, etc.);

e The information visualisation categories taken into acton the approach try
to be broad enough to fit different requirements and needbsattihe same time
being independent of current technological limitations.

The main semantic modelling approach contributions at @igegtevel are:

e Each model/ontology can be used individually for other pggs and needs. For
example, the mobile devices model/ontology can providernjgson of limited
resource devices for use in different applications, andhwistinct alternative
purposes;

e The models/ontologies individually and when combined hiénepotential for
use and application in the Semantic Web and Semantic Grid.

In the next section, each of the models that compose the Wvarkewill be intro-
duced and discussed in details.

7.3 The Semantic Modelling Approach and The Ontol-
ogy Set Description

The semantic modelling concerns the following sub-ont@sg

e Multi-Modality Visualisation Ontology;

Planning Information Ontology;

Devices Ontology;

Agents Ontology (Organisation and Mental States);

e Environment Ontology.
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For the development of the ontologies, the concepts weredos@metimes on ex-
isting models. In other cases the models were developedeiodathe requirements of
the problem that we are trying to solve. The next subsectiessribe the development,
scope and main concepts of each ontology.

7.3.1 Multi-Modal Visualisation Ontology

The Multi-Modal Visualisation Ontology allows us to express the different modali-
ties of visualisation considered in the approach. As theressof the framework is to
be generic, a broad range of modalities are considered.

The definition of this model is based on previous classificetiof information
visualisation categories existing in the literature [Cardle 1999], while also trying
to incorporate a diversity of modalities that will fulfill éfframework’s requirement of
being general.

The model has three main concepts defined by the followingsek (and their
respective children in the class hierarchiy)ulti-Modality, Interface Componerdand
Interface Operator The model explanation will be done by parts, according &séh
three main concepts.

Regarding theviulti-Modality conceptualisation, at the first level the information
visualisation modalities are categorised istmple structuredndcomplex structured
classes. At the second level, however, the modalities aegyoased according to
theirdimensional representatiort the final level, the modalities themselves are cate-
gorised. Figure 7.2 illustrates that (note that the othess®s of the model were hidden
here for legibility reasons). The complete model can be danrmppendix A.

In summary, the model contains the following modalitiesrdbrmation visualisa-
tion: (1) Textual, (2)Sonore, (3) Tabular, (4) Graphical, (5) MBpsed, (6) Spatial
Representation, (7) Virtual Reality, (8) Tree, (9) Netwdiil) Temporal and (11) Nat-
ural Language

The definitions regarding the classes hierarchy shown inrgig.2 are described
bellow:

e Multi-Modality: superclass of the model that involves dletpossible ways of
visualising/delivering information during the planningopess;

e Simple Structure: the principal feature of this categorytsseasy way to be
used. Generally it is based on a linear form of presentingrin&tion, so that
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Figure 7.2: Multi-Modal visualisation ontology classes hierarchy - Multi-Modality con-

ceptualisation.

their components do not support a direct way to present redgional relations
between two or more sets of information;

One Dimensional: this category is related to forms of visadion represented
in one dimension;

Text: category that represents textual information, whsctypically composed
from a sequence of symbols such as letters and/or numbergerabaspects
influence textual visibility, such as its length, colouitiad letter, spelling, etc.;

Sonore: this group includes forms of visualisation/delivbased on audible
information. The two subcategories here are: sound ancevieased. Sound
represents the category whose components are able to teeheeaing informa-
tion based on simple noises with some meaning. Note thattheri@formation
is not based on grammatical sentences, but on sounds lik&legi Voice is
the category whose components provide a hearing way toestétxtual infor-
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mation. Note that we consider that such information is p@srded rather than
generated at runtime. For example, messages used in lifts;

e Three Dimensional: represents categories that needs a@Bsentation to bet-
ter present information;

e Spatial Representation: category whose components aeet@abkepresent or
compose information in three orthogonal axis. Examplesti@@imensional
plotters or representation of elements with volume;

¢ Virtual Reality: this category encloses the componentsdtasynthetically able
to create real environments, which represent a very compégxto relate infor-
mation about objects and their behaviors;

e Complex Structure: this category involves more complex eptethat account
for relating information in some kind of pre-defined struetuSuch information
comes from both the same or different knowledge groups;

e Two Dimensional: this category includes forms of visudlma represented in
two dimensions. There are three subclasses of this catetpsylar, map and
GUI (Graphical User Interface) based;

e Tabular: category whose components display informatica @ssscrossing grid
of rows and columns. Each of the rectangles between grid,likiown as a cell,
displays a value that in fact represents a relation betweemdw and column
concepts;

e Map-based: category that defines components specialigbe irepresentation
of places and positions, as well as the relation between suotepts. Distance
and scale are also important definitions of this class;

e The GUI-based contemplates more sophisticated graphésalurces, such as
icons and menus, instead of simple text for example;

e Special Structures: this category includes complex attstras of data represen-
tation for information visualisation, such as natural laage, multi-dimensional
and temporal representations;

e Natural Language: natural language processing concept@lsw considered in
the semantic modelling. Natural Language technologiesadaw, for example,
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the exchange of information between agents through coatteral systems. Al-
though itis claimed that natural language cannot complstabstitute graphical
interfaces [Shneiderman, 2000], it is suitable for manyatibns as it is going
to be discussed later in the thesis. The components of ttega@gy are able to
generate sentences of some language at runtime. As thenation is gener-
ated during some process, it is more flexible and can relatefdam different
sources via structure of languages;

¢ N Dimensional: the multi-dimensional category concernsudbepresentations
considering more than three dimensions. One example ofaaisins of this
type is the use of parallel coordinates [Macrofocus, 20068} tepresent several
dimensions via a vertical bar for each dimension. Tree artd/di& visualisation
are also included in this category;

e Network: category whose components are able to describdae$ or connec-
tions among concepts or objects in a peer-to-peer way;

e Tree: category similar to networks, however that has ascypat feature the
representation of hierarchical information, where eveoyaept or object has
relations classified as superior (parent) or subordindtgd);

e Temporal: this category is concerned with conceptual motibtime informa-
tion. Many solutions for temporal data visualisation isgyeed on the literature.
Temporal data needs a special treatment. For instanceswadh as LifeLines
[Alonso at al., 1998] addresses the problem. In the ontoltdgy modality ab-
stracts the concepts involved in the presentation of teaip@ta.

Note that the way that the class hierarchy was organisedi®ontology (Figure
7.2) means there is a unary branch: Simple-Structure One-Dimension. Despite
the fact that unary branches do not really achieve much gbieiplausible of elimi-
nation); its existence is justified by the reasoning medmaniSome strategies of the
reasoning mechanism consider the information regardieg¢implexity of the visual-
isation structures, i.e., if it is a simple structure or a pdex structure. The reasoning
mechanism is detailed in Chapter 8.

The second main concept to be visited in the semantic madeali thelnterface
Componentwhose class hierarchy is shown in follow (Figure 7.3).

This class (and its children) is related to thilti-Modality class by the restric-
tion Multi-Modality hasComponent some Interface Compondritat means that an
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conceptualisation.

instance of the Multi-Modality class has at least one (iates to) Interface Compo-
nent.

For example, a textual modality of information visualisatiwvould have text as
interface component.

In other words, each of these components act as primitiveeatés during the
creating of a specific interface.

The definitions regarding the classes hierarchy shown inrgig.3 are: Inter-
face Component, Plain Component, Structured Component, Tarp@eent, Sound
Component, Voice Component, Table Component, Graphical Coempollap Com-
ponent, Three Dimensional Graphical Component, VirtualliBe&omponent, Tree
Component, Network Component, Time Component and Natural waage Compo-
nent. The relation between these concepts and the vistiatisaodalities can be seen
in Appendix A.

The last main concept to be discussed in the Multi-Modal &isation Ontology
is Interface Operator
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This class (and its children) is related to tMelti-Modality class by the restriction
Multi-Modality hasOperator Interface Operator

That means that an instance of the Multi-Modality class sa®(ated to) Interface
Operator.

For instance, a map modality of information visualisatioamyhave zoom as inter-
face operator, but not necessarily. This class hierarcimgeotualises the operations
that can performed by the user in the information visualsamnodalities.

The concepts definitions regarding the classes hierarchytefface Operator are
described bellow:

e Obtain Details: select an item or group and get details wiesded
e Extract: allow extraction of sub-collections and of the yugarameters;
e Filter: filter out uninteresting items;

e Obtain History: keep a history of actions to support undplag and progressive
refinement;

e Overview: gain an overview of the entire collection;
¢ Relate: view relationships among items;

e Zoom: zoom in on items of interest.

These are the main concepts of the Multi-Modal Visualisatmdel/ontology. The
entire structure of the model/ontology and the code spatifio can be found in Ap-
pendix A.

7.3.2 Planning Information Ontology
7.3.2.1 Ontology Specification
ThePlanning Information Ontology models information related to the planning pro-

cess. It categorises, in a high level, planning informaéserof the following natures:

e Domain Modelling: this category includes concepts of plagnnformation
related to domain modelling, involving, for instance, dgsiton of goals, re-
sources, etc;
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e Plan Generation: here, the semantic modelling is concestitbgplan generation
information concepts and abstractions;

¢ Planning Execution: includes vocabulary regarding infation on planning ex-
ecution;

This ontology is based orI-N-C-A> (Issues-Nodes-Constraints-Annotations)
[Tate et al., 2003], a general-purpose ontology that candeel o represent synthe-
sised artefacts, such as plans and designs, in the form dfa senstraints on the
space of all possible artefacts in the application domain.

An illustration of <I-N-C-A> specification is shown in Figure 7.4. In this illustra-
tion we can see, among other elements, the four prineghadll-C-A> components:

e Issues: state the outstanding questions to be handled anekpeesent unsat-
isfied objectives or questions raised as result of analysisttter deliberative
processes;

¢ Nodes: describe components that are to be included in daetr{en our case, in
a plan). Nodes can themselves be artefacts that can havewrestructure with
sub-nodes and otherl-N-C-A> described refinements associated with them;

e Constraints: restrict the relationships between nodesgorde only those arte-
facts within the artefact space that meet the requirements;

e Annotations: account for adding complementary humanteand rationale
information to plans. In a general way, annotations can ba as notes on plan
components, such as nodes (activities) or issues, desgfifiormation that is
not easily represented via the othel-N-C-A> components.

Each plan represented wad-N-C-A> is made up of a set of issues, a set of nodes
and a set of constraints, which relate those nodes and ehjethe application do-
main. Annotations can be added to the overall plan, as wedpasifically to any of
its components. Figure 7.5 shows the first level of ¢#eN-C-A> specification for
plans, where we can see the declaration for such elements.

The first part of the specification is dedicated to the dettamaof variables. Vari-
ables are characterised by a unique identifier, a name andpe gtocal or global).
Local variables are only visible by the component that imgghem. Thus, we can
have, for example, several local variables with the sameeniana plan. Differently,
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Figure 7.4: <I-N-C-A> specification.

global variables must have globally unique names. Naméseheesent variables be-
gin with the symbol “?” and such names can be used by sevdrat obmponents of
the model.

Issues, in this specification, are not directly included pian. Instead, each issue
is wrapped in a PLAN-ISSUE element (Figure 7.6). A pair of ééements PLAN-
ISSUE and PLAN-ISSUE-REFINEMENT is used to relate an issutstsub-issues.

The ISSUE element (Figure 7.6) is characterised by a sthtask, complete, ex-
ecuting, possible, impossible, n/a), a qualitative ptyofiowest, low, normal, high,
highest), an attribute to indicate the source of the isseedar-id), a reference name
for internal use, and a flag to indicate if the issue senderires report-back.

The declaration of nodes (activities) is similar to the esuso that nodes are also
not directly included in a plan. Using the same idea of issnedes are wrapped in a
PLAN-NODE element and the pair of the elements PLAN-NODE BhAN-NODE-
REFINEMENT is used to relate an activity to its subactiati@hus, the specification
of the elements PLAN-NODE and ACTIVITY (Figure 7.7) are sianito the elements
PLAN-ISSUE and ISSUE respectively. In fact, issues ardyike be transformed in
activities during the planning process.
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PLAN ::=
<plan>
<plan-variable-declarations
<list>PLAN-VARIABLE-DECLARATION </list>
</plan-variable-declarations
<plan-issues <list>PLAN-ISSUE</list> </plan-issues
<plan-issue-refinements
<list>PLAN-ISSUE-REFINEMENTK/list>
<Iplan-issue-refinements
<plan-nodes- <list>PLAN-NODE</list> </plan-nodes
<plan-node-refinements
<list>PLAN-NODE-REFINEMENT/list>
<Iplan-node-refinements
<constraints- <list>CONSTRAINT</list> </constraints-
<annotations <map>MAP-ENTRY</map> </annotations-
<plan>

Figure 7.5: First level of the <I-N-C-A> specification for plans.

A constraint (Figure 7.8) is characterised by a type (e.@sldvstate), a relation
(e.g., condition or effect) and a sender-id attribute tadate its source. The con-
straint itself is described as a list of parameters, whosgagydepends on the type
of the constraint. For example, a world-state constrairgt &g parameter a list of
PATTERN-ASSIGNMENT, which is defined as a pair pattern-eatuch as ((speed
wind),35km/h).

Finally we can see that annotations can be used in the high péan definition,
and also in each of its components. Annotations are repiegdy a set of key-value
maps in which any object represented in thieN-C-A> specification may appear as
a key or a value. The complete and curremtN-C-A> specification for plans can be
found in Appendix A.

7.3.2.2 Visualisation Process

The main focus of this ontology is to allow a generic concefisation of Planning
information, so that the visualisation process can reakmutathe plan components
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PLAN-ISSUE ::=
<plan-issue id="NAME” expansion="NAME>
<issue>-ISSUE</issue>
<annotations <map>MAP-ENTRY</map> </annotations-
<Iplan-issue-

ISSUE ::=
<issue status="STATUS” priority="PRIORITY” sender-id=AME”"
ref="NAME” report-back="YES-NO">
<pattern> <list>PATTERN</list> </pattern>
<annotations- <map>MAP-ENTRY</map> </annotations-
<lissue>

Figure 7.6: Specification of issues.

(activities, constraints, etc.) and decide on the besbapb show this plan. The clear
specification provided by I-N-C-A> supports this process because the components
are explicitly represented.

We consider that planning information can be used to metdrdifit aims such as
planning modelling, generation and execution. Accordmthe literature and existing
planning systems, planning information is approached ffemint ways, depending
on the aim. So, delivering information for planning modadjiis not the same as
delivering for planning generation. Usingl-N-C-A> we can easily identify the plan
components that are most related to the current aim. For gbeanf the system is in
the execution stage, some important information to be djsa corresponds to the
report-back of activities and their progress status.

Apart from the planning aim, it is possible to identify andssify planning infor-
mation via the analysis of an instance of the model. For examype can identify a
group of temporal constraints, which have a different styggtof visualisation if we
compare this with world-state constraints or a set of artiuta.

All decisions based on a particular plan description willgegformed by the rea-
soning mechanism (Chapter 8), which needs to present ansiadding of planning
information from a visualisation perspective. Note howeteat such reasoning and
decision making process is performed after considerinthalcontext, which is mod-
elled via the ontologies presented in this chapter.
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PLAN-NODE ::=
<plan-node id="NAME” expansion="NAME>*
<activity>ACTIVITY </activity>
<annotations <map>MAP-ENTRY</map> </annotations-
</plan-issue-

ACTIVITY ::=
<activity status="STATUS” priority="PRIORITY” sender-e'NAME”"
ref="NAME” report-back="YES-NO">
<pattern> <list>PATTERN</list> </pattern>
<annotations- <map>MAP-ENTRY</map> </annotations-
<lactivity>

Figure 7.7: Specification of nodes.

CONSTRAINT ::=
<constraint type=“"SYMBOL" relation="SYMBOL" sender-idNAME" >
<parameters <list>PARAMETER<Iist> </parameters
<annotations <map>MAP-ENTRY</map> </annotations-
</constraint-

Figure 7.8: Specification of constraints.

7.3.3 Devices Ontology

In the ‘Devices Ontology’ [Lino et al., 2004] an approach kmowledge representa-
tion of devices capabilities and preferences concepts masiigated. We intend to
integrate this into the framework proposed.

The CC/PP [W3 Consortium, 20044a] is an existing W3C standard foce@rofil-
ing. The approach of CC/PP has many positive aspects. Ficsipiserve as a basis to
guide adaptation and content presentation. Second, frelkrnibwledge representation
point of view, since it is based on RDF, it is a real standard p@rmits integration
with the concepts of the Semantic Web construction. For arkywthe Semantic Web
concepts will also be considered. We envisage a Semanticeéktension and appli-
cation of the framework that will be addressed in future masions. Third, another
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advantage of CC/PP is the resources for vocabulary exterslithough extensibility
is restricted.

On the other hand, CC/PP has some limitations when considapiplging it to the
realistic collaborative planning environment we are eagiag.

It has a limited expressive power, that does not permit ad@oaemantic expres-
siveness. Consequently it restricts reasoning possdsiliti

For example, using CC/PP it is possible to express that a pkatidevice is Java
enabled. However this knowledge only means that it is ptssdrun Java 2 Mi-
cro Edition (J2ME) on that device. But, it can have a broadeanmng, for example,
when considering ‘what really means to be Java enabled?vioat is J2ME support-
ing?’. Having the answers for questions like this will perenmore powerful reasoning
mechanism based on the knowledge available for the domairingtance, if a device
is Java enable, and if J2ME is supporting an API (Applicatteagram Interface) for
Java 3D, it is possible consider delivering information Bamodel.

For that there is a need to develop a more complex model facegyprofiling that
will be semantically more powerful. It is necessary to irpmate in the model other
elements that will permit enhanced knowledge represemtaind semantics.

The ‘Devices Ontology’ proposes a new model approach thahds to enhance
semantics and expressiveness of existing profiling metfadsobile and ubiquitous
computing. Consequently, reasoning capabilities will dlsenhanced. But, how the
semantics will be improved? In many ways, as we will categgoand discuss bellow.

Semantic improvement can be categorised as follow in thasmedel being pro-
posed:

e Java Technology Semantic Enhancement: In this categosyiniténded to en-
hance semantics related to the Java world. It is not suftieceknow that a mo-
bile device is Java (J2ME) enabled. On the other hand, prayichore and de-
tailed information about it can improve device’s usabilitiien reasoning about
information presentation and visualisation on devices.tkat, this new model
includes semantics for information about features sujgpoly J2ME, such as
support to 3D graphics; J2ME APIs (Application Program ifaee), for in-
stance, the Location API, that enables the developmentcatitln-based appli-
cations; and J2ME plug-ins, such as any Jabber [Muldowndy.andrum, 2000]
plug-in available that will provide instant messaging, lexiege of presence or
any other structured information based on XML.
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¢ Display x Sound x Navigation Semantic Enhancement: Oneeofrtbst crucial
things in the development of mobile device interfaces idithged screen space
to present information that makes it a difficult task. The t@sources most
used to bypass this problem are sound and navigation. Sasbdden used in-
stead of text or graphics to present information; for exampglve sound alerts
that indicate a specific message to the user. Indeed, it caergeuseful in a
situation where the user is on the move and not able to usestzanttior eyes de-
pending on the task they are executing. Navigation can be toasenprove user
interface usability, if well designed. However, good natign design has some
complexity due to: devices diversity and because in soméeégwnavigation
is closely attached to the devices characteristics (splegtions, for example).
So, this category intends to enhance semantics relate@se tspects, that will
permit good coordination and reasoning through these resswhen present-
ing planning information to mobile device’s users partatipg in a collaborative
process.

e Open Future New Technologies Semantic Enhancement: Ttegay of se-
mantic enhancement is the most challenging one in the pegpoew model.
Mobile computing is an area that is developing very intepnddéew devices and
technologies are being created every day. In this way iy éacreate technolo-
gies that will be obsolete in few years time. Trying to ovenethis problem, we
envisage it will be possible to provide semantics to futuges nechnologies in
mobile computing via a general classes and vocabulary imtbeel and frame-
work proposed.

In the next subsections an analysis of the CC/PP approach is lnad reverse
engineering process, and consequently is discussed why GE&A8Penough for what
we envisage.

7.3.3.1 CC/PP Profiling: Reverse Engineering Analysis

Ubiquitous computing is an area that is growing very fast. bModevices are now
everywhere and advances in wireless networking is makirsgipte the development
of more sophisticated applications. Nevertheless, thersiity of devices, technologies
and applications available are making software developraeifficult task, where

applications have to be tailored for the different devidesracteristics and capabilities.
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In this scenario, devices profiling plays an important rdkeofiling is one of the
technologies emerging concerned with delivering content.

A device profile is a description of the device’s charactar$sin some way, which
will guide content presentation. The World Wide Web Consont(\W3C) recommen-
dation Composite Capability/Preference Profile (hencef@®@iPP) is one of these
efforts developed to solve problems related to deliveriogtent in devices.

A CC/PP profile is a description of device capabilities and yseferences. Re-
source Description Framework (RDF) [W3 Consortium, 2005bjissd as a knowl-
edge representation tool to describe user agent capesbibind preferences, where
RDF classes discriminate between different elements iroflgr CC/PP was chosen
for grounding our investigation in device profiling for sezkreasons. First because
it has an approach that best suits our concepts of knowlesjgesentation. Second
because it is based on W3C standards and concepts for theumiost of the Seman-
tic Web [W3 Consortium, 2005a], whose overall objective ofagging the semantic
web potential, reaching also mobile devices, is part of daba@ objective. At last,
due to its popularity among mobile software developers, @éselas a real standard.
Hence, further investigation on CC/PP was carried out withotbhjective of identify-
ing its expressive power as a knowledge representation téot that, based on the
CC/PP RDF schema for classes and core properties, a reveise@ngg process was
applied. The main result of the process were a detailed UMiscdiagram. The
class diagram helped identifying the CC/PP expressivenesscope, granularity of
information, etc. The class diagram is illustrated on Fegui9.

A profile defines a document that describes the capabilifiesdevice to be ex-
changed between devices and guide content presentatiparticular, a CC/PP profile
contains a number of CC/PP attribute names and associatezs\vhlat are used by a
server to determine the most appropriate form of a resourbe delivered to a client.
Basically, the CC/PP vocabulary consists of a set of attribatees, permissible values
and associated meanings. The CC/PP architecture is orgaasdetlows: a profile is
composed by one or more components, and each componentleastaine or more
properties. The classes that represent these main comiiganghe class diagram are
the classes CC/PP Profile, CC/PP Component and CC/PP Propertieda3ses that
compromise the CC/PP UML model and their description aredistlow, however,
for a better understanding the classes are grouped in amooedvith their meaning
and functionality.

Classes related to and which inherit from the RDF framework:
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Figure 7.9: CC/PP UML class diagram created after reverse engineering.

e Resource;
e Property; and

e CC/PP Property.

These classes create the model due to the RDF philosophygeneral purpose
metadata description language, which CC/PP is based on. Howe¥ not the core
classes of the model.

The core classes of the CC/PP model are:

e CC/PP Profile;
e CC/PP Component;
e CC/PP Attribute; and

e CC/PP Structure.

These are the core classes of the model. A device profileiigsepted by the class
CC/PP Profile, which is composed from one or more componentgmponent is an
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instance of the class CC/PP Component. Each component has mueeproperties.
All properties that are structural elements are defined staintes of CC/PP Structure,
and all properties that describe a client device capabdhgracteristic or preferences
should be defined as instances of CC/PP Attribute.

Component related classes:

e Hardware Platform;
e Software Platform; and

¢ Individual Applications.

In RDF notation, the definition of each component is a sué;tvehose branches
are the capabilities or preferences associated with thapooent. There are three
groups of components: (1) hardware platform componentgwtontain for example
display width and height properties; (2) software platfsroomponents, where, for
instance, operating system properties are specified; aaliifi{3) individual applica-
tion components, containing properties related to useicgijons, such as the Mozilla
browser.

Attribute related classes:

e Default Attributes;
e Hardware Default;
e Software Default; and
e Applications Default.

In order to minimize the use of the wireless network (andiitsted bandwidth),
the CC/PP profiling approach makes use of default attributegault Attributes are
specified by reference to a default profile, which may be st@eparately and ac-
cessed using its specific URL. It is a separate document #mateside at a separate
location and can be separately cached. There are threeslakdefault attributes, all
subclasses of Default Attributes: (1) Hardware Defaul;8ftware Default; and (3)
Applications Default, respectively representing defatitibutes related to hardware,
software and user application properties.

Classes related to attribute values and data types:

e Data;
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e Basic;

Complex;

Text Value;

Integer Value;

Relational Value;

Set of Values; and

e Sequence of Values.

Finally, there are the classes abstracting the data magmuby CC/PP and its
data types. The class Data has two subclasses: Basic and €&omggresenting re-
spectively basic and complex data types. The basic dats typkide: text, integer
and relational values, respectively instances of the eta3ext Value, Integer Value,
and Relational Value. In addition CC/PP also defines complextgtpes, for instance,
set of values and sequence of values, represented by treesl&et of Values and
Sequence of Values. A set consists of zero, one or more élifferalues, where the
order is not important. A sequence consists of zero, one oevalues, where order
is significant in some way.

Before discussing the positive and negative aspects of COvgti; is necessary to
explain why we are analysing it, and with which specific obyes. We are investigat-
ing an approach for knowledge representation of devicealnfifies and preferences
concepts that will integrate a reasoning mechanism of lisatgon. That reasoning
mechanism for visualisation is integrated from a collabweeantelligent planning en-
vironment perspective. It will deal with planning inforn@t and its tailored delivery
and visualisation in different devices. Also, it has to adascollaborative users who
are playing different roles when patrticipating in a plarghprocess. For that we need a
powerful approach with great expressive power and flexybilrhe approach of CC/PP
has many positive aspects. First it can serve as a basisde gdaptation and content
presentation. Second, from the knowledge representatort pf view, it is based in
RDF, which is a good aspect because it is a real standard sm@&imits be integrated
with the concepts of the Semantic Web construction. For arkwthe Semantic Web
concepts will also be considered. We envisage a Semanticekteimsion that will
not be treated in details here, put will appear in furtherlaltions. Third, another
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advantage of CC/PP is the resources for vocabulary exterslithough extensibility

is restricted. On the other hand, CC/PP has some limitatiansHat we need. It has
a limited expressiveness power, that does not permit a brasgmantic expressive-
ness. Consequently it restricts reasoning possibilities.ekample, using CC/PP it is
possible to express that a particular device is Java enabledever this knowledge
only means that it is possible to run Java 2 Micro Edition (E)vh that device. But it

can have a broader meaning if we question, for example, ‘W&alyrmeans be Java
enabled?’ or ‘What is J2ME supporting?’. Providing the ansvie questions like that
will permit a more powerful reasoning mechanism based orktimsvledge available

for the domain. For instance, if a device is Java enable, BRAAME is supporting

an API (Application Program Interface) for Java 3D, it is pibge consider delivering

information in a 3D model. For that is necessary to developoaencomplex model

for devices profiling that will be semantically more powerfll is necessary to incor-
porate in the model other elements that will permit enhammwedge representation
and semantic.

Figure 7.10 illustrates our proposition for the devicesotoy modelling. Like
the other illustrations in this chapter, it is not the contplmodel. Some classes were
hidden to prevent over cluttering of the information. Theoldhmodel is documented
in Appendix A.

The new model approach for device profiling is motivated l&yribed for semantic
enhancement to mobile device profiling. This work bringsesal contributions to
the area. First it permits semantic improvement relatedat@ Jechnology. This will
allow reasoning considering Java aspects (resourcessApllig ins, etc.) enabling
the reasoning mechanism to propose tailored modalitiesfofrmation visualisation.
Second, it is also being provided semantic enhancemeratedeto display, sound
and navigation aspects, motivated by the fact that a wiseotiffeese resources can
improve mobile devices usability. Additionally, the mosiatienging contribution is
that the approach does not intend to be limited to curretinelogies, but is open and
extensible to new technologies semantic formatting.

7.3.4 Agents Organisation and Mental States Ontology

The main requirements of this model/ontology is to satisfgas for reasoning about
agents (software and human) roles in the organisation whsdrtjpating in collabora-
tive processes of planning, and all aspects related to #ddfition, also the agents men-
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Figure 7.10: Class diagram of the devices ontology.

tal states regarding their goals, strategies and prefeseindhe process. The concepts
modelled in this ontology and how they influence in the vismadion are discussed as
follows:

e Mental States: describe the agents via concepts like goatsemtions, beliefs,
commitments and desires Such concepts have a direct relatithe planning
process and must be considered during the visualisatiofaasp For example,
intentions are similar to the idea of activities, alreadsodissed in the planning
ontology;

¢ Roles: this concept has to do with the role the agent playlarptanning pro-
cess. Roles are also associated with responsibilitiesbd#pes and authorities.
Depending on the role that agent is playing, there are mopmitant or ap-
propriate sets of information that this agent must focus Dinus, roles can be
understood as a filter of information and, consequently toincept has influ-
ence on the visualisation;
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¢ Relationships: agents are organised in virtual arrangeanirorganisation in
some kind of structure, such as a hierarchy. In this way, @gare related to
each other via some relation, as for example superior, slitaie peer or con-
tact. Relationships define rules regarding the interaaicagents (e.g., delega-
tion of tasks), which should be represented via some visai@din strategies;

e Preferences Profiling: through the concepts modelled lagyents can specify
preferences regarding modality of visualisation, devigexperties, etc. Based
on these profiling, it is possible the adaptation of planmiigrmation presenta-
tion and delivery to the agent requirements.

The development of this ontology is based on two existing @hadncepts: BDI
[Rao and Georgeff, 1995] and I-Space [Tate et al., 2003]. @@lief-Desire-Intention)
is the most popular concept used in the agent-based maglaltid programming. In
BDI, B stands for Believe (Data), D represents Desire (Gaat) | stands for Inten-
tion (Plan). Each agent has its own BDI model and, in orderctuewe some goal
(Desire), the agent can analyse its related data (Beliefchnose an appropriate plan
(Intention).

The I-Space approach supports the arrangement of coalitdiowing the manage-
ment of organisational relationships such as superiooglibate or peer-peer. Consid-
ering an ageng, I-Space shows the kind of relationship tlagthas with other agents
of the coalition (superior, subordinate or peer). For eddhese relationships we can
associate specific forms of interaction, which charaategiach relationship specifi-
cally. In addition, I-Space also shows the capabilitiesamfteagent that composes the
contact list ofag.

Based on these two concepts, BDI and I-Space, the agent foogdhnning visu-
alisation is illustrated in the following (Figure 7.11):

The entire model with its classes and subclasses is presentee Appendix A.

7.3.5 Environment Ontology

The environment ontology is responsible for permitting éxpression of environment
awareness. In particular, location based awareness ig bemsidered, where this kind
of information can be based on GPS (Global Positioning Syste any other location
system. The idea considered in this section is that somarésabf the environment
can have an influence on or guide the form of visualisatiorthabsuch features also
need to be semantically modelled in our representation.
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Figure 7.11: Class diagram to the agent ontology.

The main concept modelled in this ontology is Geographiction. According to
our model, every environment should have a location systatridentifies the position
of agents and objects in such an environment. Figure 7.1s&pts this concept.

According to this model, every environment has a positiostey, which can be
one of four subclasses: GPS, reference-based, descrgtspecial. GPS gives the
location of objects via the latitude and longitude attrésut In addition we can also
consider altitude as a non-compulsory attribute to thisesys Note that position sys-
tems based on latitude and longitude are not exclusive ti s that it can be used on
any planet. The difference will be the degree/distancdiogla which have a specific
value depending on the circumference of each planet.

The reference-based system gives the position of evergcbinjehe environment
as the orthogonal distance (axis x, y and z) between thicbhjel a referential and
generally fixed point. This system assume some metric wrgt) as metre, associated
with these distances.

The descriptive system is represented by a natural langdegeription of a po-
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Figure 7.12: The position system model in the environment ontology.

sition or place. This category can be decomposed into twalasbes: formal and
informal descriptions. The formal description is mainlpresented by addresses. Ad-
dresses have attributes (e.g., road, number, postal cadg tleat together indicate a
specific position inside the environment. However, thigegpntation is very limited
because it does not cover all the positions as a latitudgifizehe representation can do.
The informal description does not have a pre-defined formdtcan look like:l am in
the Highlands on the West shore of Loch Ness, four kilom&euwsh of the Urquhart
Castle

Special location systems are associated with environmenése the representa-
tion of objects are given in a more complex way. Deep-spapéoeation missions
are examples of domains where the environment, in this qasees does not have a
common way to represent positions of its objects. Thuseuwsfit approaches for each
case must extend this class to define appropriate locat&iersg.

Itis important to note how different location systems cdtuence the visualisation
decision process. Consider, for example, the use of a refelémased system during
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a rescue operation inside a big building such as a tower weikral levels. For this
scenario a 3D representation is the most appropriate dinetonportance of the three
dimensions during the navigation inside this building. hot@ner example where we
have an informal description of a location, a textual vigatlon could be a simpler
way to deliver this information. Due to the fact that the mw@sg cannot place this
position in a map or any other visualisation resource.

The representation of information associated with pasisgstems is defined in
our approach as instances of theéN-C-A > world-state constraint (Figura 7.13).

KNOWN-CONSTRAINT ::=
<constraint type=world-state relation=effect
<parameters <list>PATTERN-ASSIGNMENKkIlist> </parameters
</constraint-

Figure 7.13: Specification of world-state constraints.

Now we need to define the PATTERN-ASSIGNMENT (attribute cbfevalue) to
each position systems subclass (GPS, reference-basedsaiptive). The tabfein
follow (Table 7.1) shows this definition.

Attribute Object Value
GPS latitude ?0bject ?lat

longitude ?0bject ?lon

altitude ?0bject ?alt
Reference-basedxReference ?environment  ?xr

yReference ?environment  ?yr

zReference ?environment ?zr

X ?0bject ?2X

y ?0bject 2y

z ?0bject ?z
Descriptive address ?0bject ?addr

positionDescription ?object ?posdescr

Table 7.1: Pattern-assignment to position systems.

1Question mark in front of any element means that such a eleimarvariable.
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Note that all descriptions and specifications that we have dmtil now are asso-
ciated with the position system. However several featuféeeenvironment can be
described using this generical constraint template t@getiith its pattern-assignment
element. Furthermore, it is important to stress that we atdrging to model all the
environment. This ontology should be a subset of a completelagy for the envi-
ronment, so that it only considers the features that haveedona of influence on the
visualisation reasoning process.

7.4 Discussions Regarding Knowledge Representation

Approach

The knowledge representation approach that we are ineistgg(OWL)is based on
XML - Extensible Markup Language [W3 Consortium, 2005c] anlktexl technolo-
gies, following the W3C [W3 Consortium, 2005d] standards.

Initially, XML related technologies are used as knowledgpresentation tools,
however a Semantic Web [W3 Consortium, 2005a] applicatioh mat be aimed at
first. These technologies filled a gap, providing first a symta structured documents
(XML, XML Schema), and second a simple semantic for data nsg@RDF - Resource
Description Framework), that evolved for more elaborateldesnas (RDF Schema,
OWL). RDF Schema permits semantics for generalizationahofiies of properties
and classes. OWL - Web Ontology Language [W3 Consortium, 20@fskls more
vocabulary with formal semantics, allowing more expresgpower, permitting, for
example, express relations between classes, cardireityglity, and characteristics of
properties.

OWL is an evolution of DAML+OIL [Horrocks 2002] and is intendlér use when
itis necessary to process information, not only presebeitause it facilitates machine
interpretability via its additional vocabulary and formsgmantics. OWL is divided
into three sub-languages, with increasing expressivei@a4. Lite, which provides a
classification hierarchy and simple constraints; OWL DL vi@s maximum expres-
siveness with computational completeness and decidakftitinded by description
logics; and OWL Full which allows maximum expressiveness symtactic freedom
of RFD, but without computational guarantees.

The OWL ability for processing semantic information seembédan appropriate
technology to be used in the general framework being deeeldp build the integrated
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ontology set, and reasoning mechanism in the problem donidie resulting frame-
work will considers the semantic of the information avalégland it will be capable of
reasoning based on real standards.

An important aspect to consider, however, is that the use o€\Wandards does
not necessarily mean a Semantic Web application. Nevegheglt is intended that
a further investigation of the framework extension, willoal its application on the
Semantic Web. One opportunity is to provide mechanisms fiboraatic semantic
knowledge bases updates. For example, directions can tmliated to build agents
for mobile devices update in a knowledge base.

7.5 The Big Picture - The Framework Summary

After that explanation about our representation approaehgive an overview about
our framework here. To that end, this section presents timeipal components and
concepts of the framework, organising the discussion imdollowing topics: global
architecture, types of users involved, different systemslived, types of knowledge/data
representation used and mappings between them.

7.5.1 The Framework Overview

As introduced in the previous sections of this chapter, mamework is divided in two
parts: the Semantic Modelling and the Reasoning Mecharkigyares 7.14 illustrates,
at a high level, the global architecture of the framework.s&hon this figure, we
present a summary of the framework, regarding both partmé®éc Modelling and
the Reasoning Mechanism).

Many elements are included in Figure 7.14, such as: typeserfsy methods of
data and meta-data representation, processes involveoldrmime. We give a glance
at them here.

The framework architecture (Figure 7.14) shows the rolastisers play when in-
teracting within the framework, in both the Semantic Moubgjland Reasoning Mecha-
nism phases. The role of the Model Designer user is to dewb®ponceptual models.
To that end we used Protege as a tool to create and edit OWLogigs!| For instance,
the Model Designer is able to extend the models to expressconaeepts required for
new situations. In addition, this user should also antieigaentual need for new rules
required by new conceptual models.



132 Chapter 7. Framework - Semantic Modelling

The responsibilities of a Domain Specific Designer are taterénstances of the
ontologies, according to the conceptual models developédeoModel Designer user.
Therefore Domain Specific Designer must have domain exgasiaicarry out this role.
Note that these two user types are involved in the Semantidelllog phase of the
framework.

Collaborative Agent users interact with the framework in Beasoning Mecha-
nism phase. In this way, they are the end users of the frankewoithey do not worry
about the engineering work behind it. At a high level, whenl&wmirative Agent users
interact with the framework, all the reasoning process x¢based on the semantic
modelling), producing information visualisation solutgdrecomendations as result,
according to the scenario definition and the context whezatfent is inserted into the
collaborative process.
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Figure 7.14: Framework architecture - general view.

Different processes that compose the framework are alsstridited in Figure 7.14.
As our aim here is to give an overview of the framework, we diimphe discussion by
illustrating only the principal processes. Such process e Conceptual Modelling,
the Domain Designing, the Reasoning Mechanism and GeaeratiMulti-Modality
Recommendation.

The Conceptual Modelling, or the Semantic Modelling processs carried out
in this thesis. It consists of the development of models @ling to the requirements
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and goals we intended to achieve. A set of five models werelajgse to support the
information visualisation approach that we are proposiBgcause this framework is
extensible, additional conceptual modelling processefddoe necessary to semanti-
cally express new extensions.

During the Domain Designing process are created instarfcesers that are going
to act on the environment, devices that are going to be eregdltoy these users, the
environment of performance and possible pre-defined plaltesdStandard Operating
ProcedureSOPs). However, the majority of plans are created at runtiased on
operators which must also be defined during the domain desapess.

The reasoning mechanism process acts on instances of fisgeenario defini-
tion, returning all possible visualisation modalities thrs scenario. In an optional
second reasoning phase, disambiguation rules can be @pplide first phase out-
come, filtering the results so that just one form of visuabssis chosen in the end.

The Generation of Multi-Modality Recommendation processdsponsible for
the ultimate (but not only) outcome of the framework, whishthe recommendation
of Multi-Modal information visualisation in contextual ronments of collaborative
planning. These recommendation are implemented in the @msualisation suits
that can be chosen by user agents to visualise information.

Chapter 8 brings details of these processes and others éhabvtcited here.

7.5.2 Users

In brief, users that interact with this framework can be sifsd according to their
roles. Such main roles are:

e Model Designer: this user accounts for the conceptual desdithe models. This
means possible extensions to the semantic model itselth&munore, this de-
signer must also keep the rule base updated in accordantswah extensions.
Note that the current model offers a basis that can be augmeatcording to
new definitions and requirements;

e Domain Specific Designer: this user is a specialist in thecepts of the do-
main that is going to be modelled. This designer does notifspeew model
classes. Rather, he/she instantiates such classes te teagpecific compo-
nents required by a domain or application;
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e Collaborative Agent: this is the final user of the system. Susdrs abstract all
the technical details of the framework, so that they aregisiie facilities that
such a framework brings to their collaborative planningsas

Note that we are supporting a wide range of users that caracttesith the frame-
work, carrying out tasks of extension, instantiation, argiag out some collaborative
planning task.

7.5.3 Systems

The framework uses some systems and technologies, whiglmgupe mapping from
theoretical concepts to a real practical system. The useabf systems are detailed in
Chapters 8 and 9, however we give a glance at them here:

e Protege [Knublauch et al., 2004]: is used as a specificatiwitanment to de-
sign ontologies in the OWL [W3 Consortium, 2005¢] language. \8&duPro-
tege due to the features and facilities it offers that sassfiur needs. For in-
stance, Protege has a graphical and OWL environment for #egion of on-
tologies, and a large number of plug-ins. However other riiodetools could
be used in the conceptual modelling, as long as it can prodyee OWL file
as output of the modelling;

e RACER [Haarslev and Moller, 2003]: is used as an inferencénenigr the on-
tologies developed in OWL. It is mainly used to check consisgeand structure
of such ontologies;

e Java [Sun Microsystems, 2006]: is used as the core langodgeegrate differ-
ent components of the system, such as the I-X [Tate, 2001¢sy&lso devel-
oped in Java) and the ontologies and their instances in JE€#*&sentation;

e JEOPS [Figueira and Ramalho, 2000]: thesa Embedded Object Production
Systemis used as inference engine, which uses rules in the JEQR#&tfdo
reason on facts specified according to the ontologies. Neatenthile RACER is
just used to check the correctness of the ontologies; JE®BSed to reason on
them;

e |-X [Tate, 2001]: supports the collaborative planning es and it is the prin-
cipal source of information to our system. Depending on tlan ghat 1-X
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generates, our framework must capture the semantic of this gnd display

it according to such a semantic and other current domainfest(e.g., device
restrictions). The<I-N-C-A> [Tate, 2000] ontology is used to represent such
plans;

e J2ME [Sun Microsystems, 2003]: the Java 2 Micro Edition laage, which is
the Java version aimed at mobile devices, is used for theogent of visu-
alisation suites for handsets. Visualisation suites adependent modules of
implementation of visualisation modalities.

7.5.4 Knowledge Representation

Our framework represents the knowledge in different fosnatlere we summarise
such formats:

e OWL [W3 Consortium, 2005¢]: the Web Ontology Language (OWL) isdus
to represent the models/ontologies of the system. Any nmastaf a particular
domain must be specified using the OWL format so that the systenioad it;

e First Order Logic (FOL) [Russel and Norvig, 2003]: FOL is ds#s the primary
language for the specification of visualisation rules;

e JEOPS Representation: as detailed later, rules in FOL app@dkio the JEOPS
representation, so that they can be converted into a classdpresents the
knowledge base. This base receives facts in the form of Jajexts, which
represents instances of the models;

e Multi-Modal Visualisation: this is the final representatiof a planning infor-
mation in a information visualisation format.

7.5.5 Mappings Involved

This section summarises the mappings between differemdaf information repre-
sentation that occurs in our framework. Such mappings are:

e OWL -> Java Objects: according to the framework proposal, all tiséances
of its models are saved in a OWL format. At runtime, such insésrare loaded
by the system and translated to Java objects so that theyecasdrted into the
knowledge base;
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e FOL -> JEOPS Rules Syntax: rules specified in FOL must be mappeceto th
JEOPS representation, so that the JEOPS engine can infeufang such rules;

e Java Objects + JEOPS Rules SyntaxMulti-Modal Visualisation: both, facts
represented as Java objects and rules represented in Jebgs act together to
transform an abstract representation of a plan in peroceptiermation to users,
in the most possible and appropriate modality of visuabsat

The ideas introduced here given a better initial impresefdhe whole framework.
Chapter 8 returns to such ideas, giving a more detailed eaptanabout them.



Chapter 8

Framework - The Reasoning

Mechanism Services

The second part of the framework concerns the reasoning anexrh that will work
upon and extends the ontologies discussed in Chapter 7. Thgies were devel-
oped with the objective of facilitating reasoning. In thigagpter is discussed how the
reasoning mechanism takes place on the framework, to provelys to reason and
give outputs regarding information visualisation in thextual environment of col-
laborative planning.

This chapter is organised as follows. Section 8.1 discudseseasons why the
framework reasoning was designed as a Production Systertio$8.2 introduces the
rules purpose, how they are classified and what kind of dewsgieasoning such rules
provide. Section 8.3 presents the architecture of the reageanechanism. Section 8.4
discusses the formal design and specification of the rulesallf; Section 8.5 gives
some details regarding the inference engineer, while @e@&i6 stresses important
details about the reasoning mechanisms.

8.1 Information Visualisation Reasoning as a Produc-

tion System

One of the main aims of our approach is the search for geherdh fact, a solu-

tion for information visualisation in planning systems domt intend to be dependent
on current technologies, or attached to a specific planngpgcach, or based solely
on existing devices, etc. In this way, a solution based owkexge representation

137
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and reasoning can satisfy these requirements, since itdqe®ways to structure the
problem and its semantics, independently of specific feataf scenarios. Thus such
solution were considered during the investigation and ldgveent of the framework
proposed.

Knowledge representation provides a symbolic representaf a problem and its
automatic manipulation via reasoning programs. Therefiwebase and focus of the
framework is on knowledge, instead of, for example, puralyctional aspects. In this
way, theFramework Part [(Chapter 7) was concerned with what it is necessary to
know about a domain, or what the relevant knowledge is (kaedgg representation).
In addition, theFramework Part 1] discussed in this chapter, is dedicated to the inves-
tigation on how to make the knowledge available through astatponal mechanisms
(reasoning). Note that an approach based on knowledgeastalvepresent the do-
main knowledge related to the information visualisationisi®ns, while also acting as
a specialist in this domain.

The field of knowledge representation and reasoning is awayncerned with the
trade off between representation expressiveness and ¢atignal effectiveness. The
ideal situation would be to use a representation as rich asilple and also be able
to reason as effectively as possible. However the tradeeatffiben these two aspects
forces an interplay between representation and reasoning.

Considerations regarding knowledge representation weseudsed in Chapter 7.
As for the reasoning part, the approach adopted in thisgheghat decisions asso-
ciated with information visualisation are taken videoduction Systeqwhere a set
of rules represents the knowledge about which is the mosbappate form of visu-
alisation in a specific context. This context is specified prexdefined way via the
ontologies described in the last chapter.

A Production SysterfRussel and Norvig, 2003] is a specific class of rule-based
systems, which consists of a set of IF-THEN rules (implmasi), a set of facts, and
some interpreter controlling the application of the rulgigsen the facts. The left hand
side contains information about certain facts and objedtsch must be true in order
for the rule to potentially execute. Any rules whose left thaides match are placed
on an agenda. Then, when one of the rules on the agenda iglpitkdaght hand side
(implication) is executed in the agenda. The agenda is thdated, and a new rule is
picked to execute. This continues until there are no mosesrah the agenda.

Mycin[Davis et al., 1977] is a traditional and good example of a-hsed system.
Its job was to diagnose and recommend treatment for cerfamdhnfections. An
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English version of one of Mycin’s rules could be described as

IF the infection is primary-bacteremia

AND the site of the culture is one of the sterile sites

AND the suspected portal of entry is the gastrointestiraadttr

THEN there is suggestive evidence (0.7) that the infecsdreicteroid.

This rule clearly shows the use of the IF-THEN structure,alihive intend to use
in our system. However the strategyMf/cinis to first ask the user a number of more
or less preset questions that are always required and whavh the system to rule out
totally unlikely diagnoses. In our case the preset is defined scenario via instances
of the ontology set defined previously. In this way, the useeasoning on rules is
more similar to modern examples of rule-based systems, asich computer games
[Champandard, 2003], which use rules to accomplish moveliemaviors, weapon
selection or tactical reasoning depending on parametelsagicurrent spacial position
and the situation of the game.

However, differently from logic programming languagess tonsequence of im-
plications in production systems are implemented as acBoommendations rather
than simply logical conclusions. Actions includesertionsand deletionsfrom the
knowledge base as well as input and output. Thus, the rulbssithesis deal with two
special functions in the implications consequences:

e Assertf), which means, add the fatto the knowledge base;

e Remove(), which means, delete the fdctrom the knowledge base;

These kind of operations are important for our methodologgause, for example,
the system can add new options of visualisation at runtiniméghware actually recom-
mendations. Thus a new fact, the visualisation option, ifigd against other rules
that decide if it holds.

Another important difference of production systems isithentrol structure. While
most of the logic programming languages, such as Prolodyaeward chaining; pro-
duction systems generally operate in a forward-chainingen®ote that the backward
chaining approaches search for a constructive proof thiabkshes some substitution
that satisfies a query. This is not natural in our domains wkex do not have queries.
Instead, we have a knowledge base with a set of fact, dedoribghe ontologies, and
inference rules are applied to this knowledge base, yigldew assertions.
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A last and important feature of production systems is thesipes existence of
conflict resolutionrmechanisms that decide which action to take when more than on
is recommended. For example, a conflict resolution strategyd be the preference
for rules that refer to recently created facts. Later on in tiapter we will detail our
strategy for conflict resolution.

We could consider some alternatives to using product systewur approach. For
example Case-Base Reasonii§BR) [Aamodt and Plaza, 1994%upervised Learn-
ing [Caruana and Niculescu, 2006] aRrdzzy LogidZa68]. Using CBR, our system
would have a knowledge base containing previous specifiatsiins as opposed to
visualisation rules. If the current situation is similargome of the previous situa-
tions, the system could try to make decisions based on desighat were taken in
such previous situations. A major problem with using a CBReys though, is de-
termining how one situation is "similar” to another. We falino previous works to
determine similarities between visualisation needs, s®difficult to implement the
CBR approach in our domain.

If we had used the supervised learning approach, we coule foawmd a visualisa-
tion function from training data, which consists of pairsilgput objects and desired
outputs. Then, the visualisation mechanism, using thistfan, could predict the value
of visualistion outputs for any input scenario after havséegn a number of visualistion
training examples. To achieve that, the system should aserglize from the pre-
sented data to unseen situations in a reasonable way. $sgzefearning still suffers
from a similar problem as CBR, in that it is not very useful iéth is no pre-existing
information, which in this case would be visualisationniag examples, from which
to draw ideas. Furthermore, and CBR as supervised learnjprgpagphes are not easily
extensible because they need additional informationgsauos and training examples
respectively) to ensure an appropriate performance of tkasoning mechanisms.

We could have used Fuzzy logic if we were interested in hagdincertainty dur-
ing the visualisation decision process. Systems that cadl@aincertainty eliminate
the restriction of a simply true or false by adding the prajoor of something being
true or false. If a system can determine the degree of truthgiven situation, it is
more likely to be able to respond with more detailed feedbaakh as how it came
to its conclusion, which aspects of its decision are trueatsef, and so forth, rather
than simply giving a true or false answer. However we do netsssignificant level of
uncertainty in the visualisation domain to justify the u$&wozzy logic. For example,
the rules related to devices does not give space to uncgrtzcause they conclude if
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some device is able (true) or is not able (false) to suppgoeaific visualisation.

8.2 Reasoning on Visualisation Ontologies - The Deci-

sion Process

The idea proposed for the visualisation reasoning processdllow that it creates the
most appropriate interface in accordance with the sceraartbknowledge specified
via the ontologies. The first step to understanding this ggeds to associate groups
of rules with the information codified for each ontology. Tihéhe reasoning can deal
with group of rules, giving priority to some of them.

Based on this introduction, the reasoning process workongdrincipal groups
of rules, which we calkcenario rules

e The device-restriction rules analyse the device specification to decide which
categories of visualisation are allowed, thus filtering thkes that can infer a
suitable option(s);

e Theplanning information-restriction rules consider mainly, but not only, the
type of planning information being visualised to take decis about convenient
methods;

e Theagent-restriction rules analyse the agent requirements regarding its needs
and preferences for the task that is being executed. Bastthgrsuitable meth-
ods of information visualisation are proposed; and

e Theenvironment-restriction rules decide which are the appropriate forms of
visualisation based on awareness and characteristice @nvironment and re-
strictions that it can impose.

An alternative thought whatevice-restrictiorrules is to consider that these rules
are restrictions on the use of components that can be usa@tydbe creation of the
interface. In this way, rules restrict the components doxna@membering the princi-
ples of constraint satisfaction problems. The functionhef tules associated with the
devices ontology is exactly that. If a device is not able fopgut some component or
category of visualisation, then such component or categwst be removed from the
reasoning process.
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This strong notion of restriction associated with deviaestifies the development
of rules that use its ontology as a first filter. For examplthefspecification of a device
says that it only supports components of the text categdiriheother rules that can
infer any other category can be eliminated.

Considering the other extreme, we could imagine a powerfuitédghat can deliver
at the same time more than one category of visualisatiorhisncise the reasoner can
create an interface with several components to displayahmesnformation in different
ways. Part of the agent ontology, which specifies prefergrzam be used during this
process to lead the creation of the interface when thereeaesal options available.

While the first group of rules is used to decide which visugilisacategories can
be used, a second group accounts for reasoning about thentofthe visualisation.
The plan specification (via the planning ontology) is the tmogortant source of
information for this reasoning. The process must verifydiescription of the plan to
identify elements, such as temporal constraints, whicle lramost suitable way to be
delivered.

The rules defining the reasoning ab@lanning information-restrictiorare based
on two main aspects: first, different types of planning indation require different
approaches for visualisation; second, the same informa&m be viewed in different
styles. For instance, when visualising information regegdo world states, such as
the wind direction in a collaborative planning operatiohal piece of information can
be visualised, for example, either in a more sophisticatagtycal way or in a very
simple textual description.

Rules regardingigent-restrictionare concerned with agents profiling and prefer-
ences. Agents profiling would characterise agents in terfribeorole it is playing
in the planning process and in the agents organisation. rfsbance, if the agent is
performing a task on the move that requires the use of hahdsight be more ap-
propriate to formulate a solution for information visuali®n with the help of sound
alerts. In addition, human agents can also set their owreepefes on how to visualise
information.

Finally, the rules related to the environment ontology gmainditions and require-
ments regarding environment awareness, with more empimalsisation-based infor-
mation.

The result of the reasoning mechanism is represented bytivbse group of rules
together are going to decide. That is, a strategy for infeionavisualisation in the
context of a collaborative planning environment. The nexti®n explains the process
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of decision making used by the reasoning mechanism arthirgec

8.3 Reasoning Mechanism Architecture

This section presents the reasoning mechanism archiggotdrich is illustrated in
Figure 8.1. As explained in the previous chapter (Chaptemstances of the four
ontologies’ classes (Device, Agent, Planning Informatme Environment) define a
scenario. Given a scenario definition, the reasoning mesimaimfers a suitable in-
formation visualisation modality, expressed semantydayi classes of the Information
Visualisation ontology. For that, the reasoning mecharosours in two main phases.
In the first phase th&cenario Rulesre applied. As a result, several suggestions of
suitable information visualisation are proposed as outppua second phase, optional
Filtering Rulescan be applied to choose only one modality of informationaisation
among the proposed output set.

Device
Rules

Agent
Rules

Setof Information
Information Pisambiguation| wisulaisation
Yisualisation Rules Modality
Planning Possibilities Result

Information
Rules

Instances of Enviranment
Ontologies Classes Rules

Scenario Phase 1: Phase 2:
Definition Scenario Rules Disambiguation Rules

Figure 8.1: Reasoning mechanism architecture.

TheScenario Ruleare rules related to the four ontologies that semanticafine
a scenario. As was introduced in the previous section they ar

e Device-restriction Rules;
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e Planning Information-restriction Rules;
e Agent-restriction Rules; and

¢ Environment-restriction Rules.

The Filtering Rulesare rules designed to bypass ambiguity in cases where the

Scenario Ruleseads to more then one option of information visualisatiorhese
rules are explained in Appendix C. Next section (Section grd¥ents the design and
formal specification of each of these groups of rules. Theg@f rules are presented
with examples that would permit the reader to identify thepmse of each group.
However, the complete list of rules was subtracted from¢hispter, but are available
at Appendix B for further consultation and reference.

Lets consider now the specification of a scenario, whichesluis the remaining of
this chapter to discuss the design and formal specificafitmecules. To semantically
specify a scenario, we need to instantiate classes of theofdalogies. For that end,
lets first recall the I-Kobe domain, introduced in Chapter Bjok is a knowledge-
based model inspired on the Kobe Earthquake, and also a dapglication of the
broader I-Rescue project.

A list of agents modelled in the I-Kobe domain were presewotedable 3.1. For
our scenario definition, to discuss the reasoning mechamignconsider an agent of
the type Fire Brigade that works on a tactical level of thedmehy. The ability of this
agent is to extinguish fire and, for that, it has a set of charestics associated with
its skills, such as water capacity, length of ladder, etcaddition, this agent also has
preferences, including the ones regarding informationalisation. This agent profile
is illustrated on Table 8.1.

Agent Type Fire Brigade
Hierarchical Level Tactical
Ability Extinguish fire
Water Capacity 2,000l

Ladder Length 20m
Visualisation Preferences No

Table 8.1: Scenario definition: agent in the I-Kobe scenario.

Lets consider the Fire Brigade agent is on the move colldingran the planning
process, making use of a mobile device. This mobile devicalavbe a PDA, model
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Palm Tungsten E2, with display resolution 320 x 320, prozelgel XScale 200 MHz

ARM, 32 MB non-volatile flash memory. Furthermore it has ascfic characteristics
a virtual keyboard and 5-way navigator for providing waystzess information and
navigation through that. Also, the device would be Java lenakhat semantically
means that it is capable of running all Java 2 Micro Editid®@ &) capabilities, plus

additional APIs and/or libraries installed.

Device Type Mobile Device
Model Palm Tungsten E2
Resolution 320 x 320
Number of Colours 65,536

Processor 200 MHz ARM
Memory 32 MB

Java Enabled Yes

Configuration CLDC

Libraries Available Network Algorithms Library
Hardware Navigation Capa- | 5-way navigation
bilities

Table 8.2: Scenario definition: device in the I-Kobe scenario.

Regarding the planning information being requested andpnéated by the agent,
in the context of the collaborative process of plannings lebnsider that the Fire
Brigade agent has the plan activity of extinguishing theifinrdobe Tower. The refine-
ment for this activity is the set of the following activitiego to refill place, refill water
tank, go to Kobe Tower, extinguish fire. There are also somdgdvemnstraints defined
for the plan and its resources, for instance: the water taskahfull condition; the fire
brigade ladder has height measure of 20m; the status of &dRohd is clear; and the
status of Nikuso Avenue is also clear.

Activity Extinguish Fire in Kobe Tower
Refinement Yes
World Constraints Yes

Table 8.3: Scenario definition: planning information in the I-Kobe scenario.

To conclude our scenario example, it needs definitions dagaithe environment
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ontology and its location-based information type. Foranse, it is relevant for the
activity being performed by the Fire Brigade agent the pasiof refill place and the
position of the Kobe Tower.

Latitude refill place 58.98
Longitude refill place 31.9876
Latitude Kobe Tower 59.08
Longitude Kobe Tower 30.9987

Table 8.4: Scenario Definition: Environment in the |-Kobe scenario.

Based on this scenario definition, the reasoning mechangntake place, as it
is going to be illustrated through examples in the remaim@hthis chapter. It is im-
portant to remember that the agents in this scenario aretstad in a hierarchical
organisation, as discussed in Chapter 3. In this way, we dbana a global central
component, such as the facilitator agent in OAA. Hierarslsepport the scalability
of the system, because they have local central agents thatinate only the parts of
agents that are immediately under their level of decisiacHzagent of this hierarchy
has its own visualisation reasoning mechanism, so thatuh#er of agents does not
have an influence on this mechanism.

8.4 Rules Design and Formal Specification

This section specifies and explains the rules used in ouesysto that end, the rules
are divided in classes according to their main functionsteNbat the rules described
here only represent a subset of the rules that could be neededeal system. One
of the advantages of a rule-based system, however, is thahibe easily extended.
This extension only needs to consider the classical problieronflict that can appear
between the current and new set of rules. Next subsectiastgide each group and
their rules.

8.4.1 Device-restriction Rules

The rules of this group make statements and reason abouttheed, based on the
ontology/vocabulary specified on Chapter 7, to generate asutrsuitable ways of
information visualisation.
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The rules of this group are divided into the following categs:

e Basics: rules that define ways of information visualisati@sed on basic fea-
tures of devices;

e Java Technology Semantic Based: in this category are iadludles for Java
enabled devices, assuming the standard functionaliti¢eeofnobile platform
J2ME;

¢ Display x Sound x Navigation Semantic Based: in this classraluded rules
that explore the specific features that mobile devices havéhe usage of dis-
playing, sound and navigation; and,

e Advanced and New Technologies Semantic Based: in this@atege included
rules to deal with more sophisticated ways of informatiosuailisation.

This set of rules is associated with the constraints of elads©f devices, consid-
ering the attributes and definitions given for these clas3&g main function of this
set is to remove the visualisation modalities that are defaty impossible to be used
due to physical restrictions of the device in use.

Initally, all the modalities are added to the base, togetitr the device instance
that is going to be used. In this way, the device rules mustatd which modalities
are supported for it. The following rule, for example, coelfithe conditions that a
device needs to have to support the 3D (virtual reality) nigde&Such conditions are,
for example, physic constraints (video data transfereat® and existence of support
library (OpenGL or DirectX).

vd,m DEVICE(d) A MODALITY(m) A isModality(m,3D) A hasMini-
mumVideoDataTransfer(d,m) hasOpenGIOrDirectXLibrary(d)
= enabled(m)

Predicates DEVICE(x) and MODALITY(y) mean that the insta;igeand y are
from Device and Modality classes respectively. If this rhtdds, its consequence is
the assertion of a new fact to the basis saying that the nigdali’ is now enabled to
be used. In this way, only the enabled modalities will be Usethe remainder rules
during the reasoning process.
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8.4.2 Planning Information-restriction Rules

This set of rules is mainly designed to verify the content pfan and return a list of
tuples linking a plan, or parts of it, to visualisation mates. Thus, the plan ontology
is the principal source of facts which these rules act on.

According to our approach, every planis composed by elemengs according
to the <I-N-C-A> ontology. When a plap is created, its elements are added to the
knowledge base as facts, which will validate one or moresrdigring the reasoning
process. For example, consider the following rule:

vp,e,m Plan(p)\ ElementOf(e,py\ ((m = Textual)v (m = Tabular)v
(m =NLP)V (m = Sonore))= DisplayEnabled(e,m)

According to this rule, for every instance of the plan cldks,information related
to any of the plan element of this instance can be deliveracvextual, tabular, NLP
or sonore representation. In other words, we are sayingthiese modalities are ap-
propriate to deliver any kind of plan information represshby <I-N-C-A>. This
rule, in particular, only consider the kind of plan elemeisse, activity, constraint
or annotation) to generate a conclusion. However, othesraoked to analyse specific
features of each plan element. For example, consider therrddllow:

Vp,a ActivityOf(a,p)A hasRefinement(a}- DisplayEnabled(p,a,Tree)

According to this rule, for every activity of a plan, if thistaity has a refinement,
then it can be visualised via a tree representation. Thisig)eéhe use of a tree repre-
sentation for activities is only appropriate if there is as@ciated refinement because
refinements create a hierarchical structure for activitiBlsus, this rule has a special
function, called "hasRefinement”, that accounts for ariatyshe internal structure of
the activities to discover if there is one or more refinements

A similar case is presented by the rule in follow, this timéfte constraint element:

Vp,m,c PLAN(p)A CONSTRAINTS(c)\ isModality(m,3D)A enabled(m)
A hasTridimensionalDescription(e} visualisation(c,p,m)

This rule links the constraint set of a plan to a 3D visuaisatmodality. Accord-
ing to the rule, a 3D (virtual reality) modality is justifieflthe set of constraints of
a plan has a tridimensional description component. Agam,need a function that
implements the meaning of “hasTridimensionalDescrigtion
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8.4.3 Agent-restriction Rules

This set of rules analyses the agent requirements regaitdimgeds and preferences
for the task that is being executed. This work considers tptoaal concepts that are
related to the planning process, however they are not @akémtit: organisational
structure of the group and their own description of agente first concept is impor-
tant because it places each agent in the planning procgsdighiting its function. The
second shows the preferences and mental state of each sigessjng what they can
do or intend to do during the planning from its own perspectiv

The rule in follow, for example, says that if there are twoiops$ to visualise a
same planning element, the agent preference could be usleditte for one of them.

Vp,e,c visualisation(e,p, A visualisation(e,p,) A =(mM1=my) A
agentPreference(eyn=- retract(visualisation(e,p,sh

8.4.4 Environment-restriction Rules

This set of rules decides which are the appropriate formssofalisation based mainly
on the characteristics of the environment and restrictithia$ it can impose. Such
rules are used together with the planning information riadesonfigure appropriates
manners to deliver the planning information.

8.5 Reasoning Example in Kobe Scenario

Let us use the scenario defined in the last section to exgnipéfuse of our approach.
In an initial stage, the process has a knowledge base repmggall the facts (plan,
device, agent and environment) about the domain (Fig 8# first step is to apply
the device rules that account for discovering the possildatities of visualisation
that the device, in this case the Palm Tungsten E2, supgiowsnple of rules are:

e For every instance of the device class, if this instance aes dapabilities and if
this instance has a CLDC configuration, then it has availdt@eétiDP profile;

e For every instance of the device class, if it has the MIDP f@otinen it supports
special Java applications;

e Forevery instance of the device class, if it supports spdaiz applications and
it has a tree algorithm library, then this instance supptirstree visualisation
modality.



150 Chapter 8. Framework - The Reasoning Mechanism Services
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Figure 8.2: Knowledge base in five different moments during the reasoning process.

By applying these rules and others of the same categorjyeafiossible modalities
are enabled into the knowledge base (Fig 8.2b). The subgsatesf listed above, for
example, enables the tree visualisation modality in paldic

The next step is to split up the plan into different parts ttmatld require a different
visualisation option (Figure 8.2c). For that end, the psscpplies the plan rules, such
as the example that follows:

e For every instance of the plan class, if such an instance Isa$ af activities,
then every activity of this set is an activity of the plan.

This rule is a way to verify if the plan has a set of activitiédgter identifying the
plan components, such as the activities, the planning,rtdgether with the environ-
ment rules, associate these components with appropriatialiies of visualisation
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(Figure 8.2d). The rule in follow is an example in this diteat

e For every activity of a plan, if this activity has a refinemethien it can be visu-
alised via a tree representation.

This rule specifies that a tree is an option to visualise aigts/and their refine-
ments. The problem is there are other options to visualiBetes, such as the tabular
and sonore modalities, which are the default visualisagibernatives. At this point
the process uses filtering rules, which are in fact a kind offlczi resolution strategy
that gives priority to some kinds of rules. In this examplepaflict resolution strategy
could be defined to say that if there is the option of delivgtime activities information
via the tree modality, then this one must be used (Figure)8.2e

In order, the knowledge base must implement more genegdkgies such as “try
first complexmodalities”. In this way, the tree modality will take advage in relation
to text or sonore modalities. The other option is to show thmes information in
different ways. Generally this option is not very useful @ar missions, however the
base of rules could easily be extended to support rules gstdth such an approach.

8.6 The Inference Engines

In this project we have used two different inference engirtee RACER OWL Rea-
soner[Haarslev and Moller, 2003] and JEOPS (Java Embedded OPjedtiction Sys-
tem) [Figueira and Ramalho, 2000]. The use of these two esgm detailed in the
next subsections.

8.6.1 RACER

RACER provides an integrated environment with Protege sb ttieaontology set,
which was specified via Protege, can be directly used by tiggne. While this in-
tegrated environment of editing and tests allows an easla&wan of rules and the
integrity of the ontologies, RACER does not provide an easy wantegrate its en-
gine with other components developed in Java, which is thguage used for the I-X
architecture development and for our prototype. As RACER/iples an OWL rea-
soner and inference server, Java applications can usetiverkeclasses to access this
server via the TCP/IP protocol. This could be an option if RACE#&S a free open
source rather than a proprietary code.
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Based on these comments, we decided to use RACER only in atéitgt as a
guick validator of ontologies. One of the main services maffeby RACER is to test
whether or not one class is a subclass of another class. Bgrpeng such tests
on all of the classes in an ontology, it is possible to compléinferred ontology
class hierarchy. Another standard service that is offesed teasoner like RACER is
consistency checking. Based on the description (condifioha class, the reasoner
can check whether or not it is possible for the class to haydarastances. A class is
deemed to be inconsistent if it cannot possibly have anpitsts.

One option for the core reasoning of our framework would begiRACER and
SWRL (Semantic Web Rule Language) [W3 Consortium, 2004b] coethiOne im-
portant consideration is that despite the fact that RACER sugport for applying
SWRIL rules to instances specified in an OWL ontology in a seltasied environment;
however by the time of having to take technological decisioring our investigation,
RACER SWRL engine was still being extended to deal with OWL gated. A first
version including this aspect was available in RACER 1.9.

For that reason we investigated other solutions and opteddmg the JEOPS
inference engine.

Nevertheless, the use of RACER and SWRL as an inference ergidsbe ex-
plored in future works, mainly regarding the Semantic Wetlegnation of the frame-
work. This solution would make the approach even more staikldased and following
the Semantic Web concepts and trends.

8.6.2 JEOPS

After the logical consistency checking of the ontologiea RACER, we have used
JEOPS to reason about the visualisation rulelEOPS is a Java-based inference en-
gine whose principles are similar to RACER. Both approaclifessa forward chained
engine that applies the rules until no new information iseatdA forward chaining
system starts with initial facts and keeps using the ruledraw new conclusions (or
take certain actions) given those facts. Consequentlydahehaining systems are pri-
marily data-driven, what is in accordance with our idea @s@ning. In other words,
we have all the data about a specific scenario and the goafirgita better visualisa-
tion mode for that scenario.

In JEOPS the initial rules are mapped to the JEOPS formatethawfollow:

INote that RACER can also play this role. RACER automaticaiBps initial rules to a Semantic
Web Rule Language (SWRL), integrating such rules into the OWWblogy
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ruleexample
declarations
space for variables declaration
conditions
space for rule conditions
actions
space for rule effects

Then a rule base file, which contains rules in this format,resgompiled into a
java file that implements the inference engine, accordintih¢orules of the original
file. The advantages of this methodology is that there is inatdtion of java types
and expressions and every Java piece of code can be usedutetlaetion part. How-
ever this could be also seen as a disadvantage because iempétions using JEOPS
become less unconstrained.

All the information codified via the ontology set is insertidio the knowledge
base as instances of objects. Then, if there are objectasrkttowledge base for
the declarations, and all the expressions in the conditewasuate to true when the
variables are instantiated with those objects, then thg lbbthe actions field will be
executed. For example, considering the following rule:

rule3 dEnabl€

declarations
Device d;
Modality m;

conditions
Im.enabled()
m.isType(*Virtual Reality”)
d.videoDataTransferRatef) m.getMinVideoTransfer()
d.hasLibrary(*OpenGlI”);

actions
m.setEnabled(true);
modified(m)

This first order production rule in JEOPS syntax stressesdlagion between the
FOL rules and the object-oriented notation. Apart someildetike the use omodified
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as a special function to inform object updates to the knogdelase, the mapping
process between FOL based rules and JEOPS is very natugathBs withmodified
other special functions used in the next chapter are:

e retract, to remove objects from the knowledge base;

e asserfto add a new object into the knowledge base.

Note that based-rule systems do not guarantee by themdbkea given set of
rules will terminate or achieve a conclusion. The rules g#s account for ensuring
this aspect so that they must have the ability to create aldaiset. In this way, the set
creation is more related to the specifiers skills than a maftengineering.

The scenarios, evaluations and conclusions carried ong UEOPS are detailed in
the next chapter.

8.7 Analysing the Reasoning Process

This section analyses two important aspects of the reaggmocess: the match algo-
rithm and the knowledge base definition. This last aspecides on the rules ordering
and its effects on the visualisation mechanism.

8.7.1 The Match Algorithm

Our application uses thRete Algorithm[Forgy, 1982] to deal with the problem of
matching facts to rules. This algorithm is implemented biyding a network of nodes,
each of which representing one or more tests found in a r@etsihat are being added
to or removed from the knowledge base are processed by thworieof nodes. At
the bottom of the network are nodes representing individulas. When a set of facts
filters all the way down to the bottom of the network, it hasgeakall the tests of a
particular rule and this set becomes an activation. In otveds, this set is able to
active a rule so that its implications can be executed.

The principal idea of this algorithm is to improve the speédooward-chained
rule systems by limiting the effort required to recompute #ctivation set after a rule
is fired. For that, it considers two observations:

e Temporal Redundancy: the firing of a rule usually changeyg aréw facts, and
only a few rules are affected by each of those changes;
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e Structural Similarity: the same pattern often appearsérieft-hand side of more
than one rule.

The disadvantage of this algorithm is its high memory spageirements. How-
ever its broad use in several known production systems, (#egs, CLIPS, etc.) sug-
gests that the gain in performance compensates for thisgemobn fact our prototype
is not complex enough to present problems in terms of menuages Independently
of the application complexity, it is important to undersiahe reasons for this draw-
back to avoid problems in a possible real version of our psapo

Within the network itself there are broadly two kinds of nedene-inputandtwo-
input nodes. One-input nodes perform tests on individual fadtsgviwo-input nodes
perform tests across facts and perform the grouping functio

The two-input nodes have to integrate facts from two diffiéiaputs that we call
left and right inputs. Any facts that reach the top of a twptihnode could potentially
contribute to an activation. The two input nodes thereforestmiemember all facts
that are presented to them, and attempt to group factsragrom their left inputs with
facts arriving on their right inputs to make up complete\ation sets. Therefore a
two-input node has a left memory and a right memory and thikegpoint where the
disadvantage of this approach appears.

The example in follow clarifies the practical use of the Retgofithm. First,
consider the two rules bellow:

Vp,c ConstraintOf(c,p) Type(c,Resource}- DisplayEnabled(p,c,Tabular)
Vp,c ConstraintOf(c,p)\ Type(c,Resource) Has2dPosition(Object(c))
= DisplayEnabled(p,c,Map)

Such rules might be compiled into the network illustratedrigure 8.3. Note
that there are shared nodes in this network. This means #ti@rps of two different
rules (e.g.,ConstraintOf) are represented by the same neckube they are similar.
This is one of the methods to simplify the match process. Eade of this network
has a memory that keeps the values that turn this node trueexample, the node
Type(c,Resource) will keep all the constraints "c” whospetys Resource. Nodes
like that are the one-input nodes and they perform tests @imidual facts, while the
two-input nodes (nodes marked +) perform tests across &ctperform the grouping
function.

As the nodes keep all the information about past test resutly new facts are
tested against only the rules to which they are related. kamele, a new constraint
will be tested only against rules that have a constraint eanpeter.
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ConstraintOf Type Haz2dPosition
+
+
DisplavEnabled |
Tabular DisplayEnabled
Iap

Figure 8.3: Simple example of network representation for two visualisation rules.

8.7.2 The Knowledge Base Definition

For a better understanding of the knowledge base definikxs first summarise the
reasoning process. The mechanism works in cycles, so the#tdh cycle the engine
verifies all the rules, according to the Rete algorithm, alhtha valid rules are con-
sidered candidates to be executed. This set of valid rulegoses the conflict set (or
activation set). Then some resolution strategy is appbetthé conflict set so that an
order is imposed to the fireing of such rules. After that, ngwies are sequentially
started until no rule is fired.

In our case, the order in which the rules are fired is importetause the rules of
device, plan, environment and agents must be applied is#gjisencé To ensure this
sequence, we are using tReority Strategy which gives priority to rules that are first
declared in the rules base.

In practical terms the ordering of the rules does not guasattiat the mechanism
reach a solution. However the ordering has influence on timebeu of cycles. For
example, the device group rules are the unique group thélenenodalities instances
to be used by other rules. This is the reason that it shouldefiaetl sooner. If it is
defined at the end of the base, then the mechanism needstabeasore cycle to
make available such modalities.

Apart the conflict resolution to rules, there is also the donfesolution for visu-
alisation results. In this case we are using the filteringsuas discussed before. This

2The agent rule group can be used to set preferences on gmtiali modalities, so that they are
applied as a kind of exclusive-output filter in the cycle.
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set acts as a final filter in cases where only one visualisatiodality is required. In
this way, its correct position is in the final of the rules ha&eclear example of prob-
lem is when such rules are defined before the agent preferatese In this case the
preferences are not likely to be considered because therigteule will fist perform a

filter in the possible modalities, commonly removing thefeneed modality.
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Chapter 9
A Practical Application

This chapter shows how the framework proposed in this tleegide used in a practical
application. The application is based on a disaster repefation where several agents
are carrying out tasks in a collaborative environment. Aaslher relief domain is a
good example for our demonstration because it involvestagesing several kinds of
devices and dealing with different parts of a plan. In thigyw&ection 9.1 introduces
the application domain and the agents involved. Sectiorétails the system setup,
showing the use of the ontologies descriptions by the reaganechanism. Finally,
Section 9.3 discusses a running section of the system.

9.1 Characterising Domain and Agents

The domain used in this demonstration is based on an urbastdisrelief scenario,
such as the Th&reat Hanshinor Kobe Earthquake. Such an event is an example of
how natural disaster have tragic effects in urban areas.@sday, January 17th 1995,
at 5.46 a.m. (local time), an earthquake of magnitude 7.herRichter Scale struck
the Kobe region of south-central Japan. This region is thers® most populated and
industrialised area after Tokyo, with a total populatiorabbut 10 million people. The
ground shook for only about 20 seconds, but in that short tusz 5,000 people died,
over 300,000 people became homeless and damage worthraatestil00 billion was
caused to roads, houses, factories and infrastructure édric, water, sewerage,
phone cables, etc).

We can classify the agents that are performing in this enwrent into three rep-
resentative classes: (1) Central command and control ag@ptsocal command and
control agents and (3) Execution agents. Note that insidd e&these classes can
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coexist several command and control levels. However thie fage levels idea is still
the same.

The important point of this classification is that agentsastegroup are likely to
use different devices, depending on the role that they affenpeing in the organisa-
tion and their location. While central command and contra@rdg commonly have
powerful resources available, execution agents will hanééd type devices that do
not disrupt their mobility and action. Local command andtooragents could have
an intermediary kind of device between powerful and limibee:s.

Another important point in this discussion is that the plagmprocess, performed
for each of these classes, is also different. The next tlatgded (Table 9.1, 9.2 and 9.3,
based on [Siebra, 2006]), describe this difference.

The central command and control level (Table 9.1) accownrtgédveloping plans
at a high level of abstraction, or “what-to-do” plans. In@thwvords, the level specifies
what must be done, but it does not give details about how dontgemust be done.

In this way, the principal tasks are related to analysisgalions and comparison of
courses of actions.

Feature Description

Input Generally a complex and abstract task

Output Requests for the performance/filling of “what-td-gtans
Time Long-term goals

Influence The entire coalition is affected by its decisions
Knowledge Global, diversified and non-technical
Processes  Problem analysis, definition of directions aiudifes

Table 9.1: Central command and control agents.

Considering a disaster relief domain, this level could beaspnted by th&earch
and Rescue Command Cen{@RCC). Just after an earthquake, the SRCC receives
the tasks of rescuing injured civilians and limiting the daya to the city. Analysing
the problem, the SRCC decides to divide the city into regiams set priorities for
each of them (some regions can be more critical than otheesuse they have a higher
probability of having buried civilians, historic value suas museums and monuments,
or present risks of increasing the catastrophe such as lepbfuel and explosives).
The SRCC can also analyse global information, such as speéetiraction of wind
to predict the fire behaviour and generate tasks to avoiddutausalities. Possible
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outcomes of its deliberative process are: avoid the fireagpbte regionx, look for
buried civilians in buildings of regioy, keep unblocked the road(because it is an
important path to access resources), and so on. Note tHabstoomes say what must
be done without references on how they must be done. Furtherthey are long term
goals, which can affect the entire coalition.

The local command and control level (Table 9.2) could be ameg of local units
such as fire stations and hospitals. When such componentgeascdgoals from the
strategic level, they start by checking the necessary tiondi and options to reach
the subgoals, according to their available resources. isnvthy, operational compo-
nents are taking decisions at a different level becausedhethinking about how the
activities can be carried out.

Feature Description

Input What-to-do plans and possible restrictions on theifgpmance
Output Requests for the performance of specific tasks

Time Mid-term goals

Influence One or more sub-coalitions are affected by theairsitens
Knowledge More specialised, mainly on the operation emvirent and resources
Processes  Synthesis of plans, resource allocation, Idaddiag, etc.

Table 9.2: Local command and control agents.

Each local unit has the function of employing its subordsato attain specific
goals through the design, organisation, integration amdigot of sub-operations. For
that, each unit has its own skills and abilities so that itsvidedge is more specialised
in the field in which it is operating. This level also pays sfgant attention to the
resource/time relation. This means an efficient and bathose of resources. Thus,
processes such as automatic task allocation and load bbadcare very useful.

The level of execution (Table 9.3) is where the execution mérations actually
takes place. For this reason the degree of knowledge ot&aomponents is very
specialised within the domain which they are operating, #uedt decisions are gen-
erally taken on sets of atomic activities. As the componangsperforming inside a
dynamic and unpredictedable environment, their reac@yabilities and speed of re-
sponse are very important so that the use of pre-defined gwoes could be an useful
alternative. The output of this level is a set of atomic atiés that are commonly
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executed by the own components.

Feature Description

Input Specific tasks and possible restrictions on theirgreréince
Output Primitive operations (atomic activities)

Time Short-term goals

Influence Decisions should not have influences on otherdevel
Knowledge Very specialised

Processes  Pathfinder, patrolling, reactive proceduresyleaige sharing, etc.

Table 9.3: Execution agents.

The execution level, in a disaster relief operation, co@ddmposed of fire brigades,
paramedics and police forces for example. For the perfoomar their tasks, these
components could need specific intelligent processes sualpathfinder, which looks
for best routes to specific destinations, or patrolling naisms to trace routes that
efficiently cover search areas. The tactical level is algpghncipal source of new
information to the coalition because its components areaat moving through the
environment. In this way they are more propitious to discmleanges and new facts
that must be shared among their partners.

From this discussion the diversity of information and pliawgrprocesses in a disas-
ter relief domain is clear. However, as discussed befoigjgmot an exclusive feature
of this domain, so that several collaborative planning dospresent this same diver-
Sity.

9.2 The Framework Setup

Consider that each member of a disaster relief team has astaagsagerita running
in a deviced, dealing with a subplap in an environmené. To run our framework we
must have:

e A description fora, according to agent ontology, which must be loaded;to

e A description ford, according to device ontology, which must be acquired from
the own device;

INote that in case of a computational entity, such as a robetagent is the own entity.
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e A description forp, according to plan ontology, which is produced by a planning
process running inside the device;

e A description fore, according to environment ontology, which must be loaded
to d before the start of the operation.

The first step of the visualisation mechanism is to transfalinthese descriptions
into objects to be inserted into a knowledge base. For exartie device is one object
and the attributes of such an object represent the feat@ithe device. This process is
illustrated in follow (Figure 9.1).

—
Drescription(d) from device profile;
Object _{ Drescriptiona) from user profile,

Creator Description (3 from planning process;

= Dreseription (&) from the mission setup.
Assert(o] -

Enowledge Base

Chiect Base Eule Base
©_©
© @
— =

Wisualization Eeasoning Mechanizm

Figure 9.1: The internal architecture of the visualisation reasoning mechanism.

Before starting the visualisation reasoning, a specific mament of the architec-
ture, theObject Creatoy obtains all the descriptions from different sources amatgs
the instances that compose the object base. In the same g modalities must
also be loaded into the object base in the form of objects.

In brief, the following steps must be performed during thagbical use of our
framework:

1. Load the objects representing all the visualisation rieisto the object base;
2. Load the object representing the device profiling to theatbase;

3. Load the object representing the user profiling to thedaitjase;
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4. Load the object representing the operation environniithigre is this informa-
tion, to the object base;

5. Load the object representing the plan, which is being mdated by the agent,
to the object base;

6. Run the rule base on these objects.

The outcome of the reasoning is one or more mappings fronalsation modal-
ities to the plan or, more commonly, parts of the plan. Thiguemce was used during
the setup of our experiment, which is detailed in the nextieec

9.3 Running the Application

This application uses a subset of the rules defined in AppeBdiwhich are used
together with each of the following scenarios (Table 9.4):

Scenario Agent Device Filtering rules
1 Operation commander C2 Room no

2 Fire Station Personal Computer no

3 Fire Brigade Mobile Device 1 no

4 Fire Brigade Mobile Device 1 no

5 Operation commander C2 Room yes

6 Fire Station Personal Computer yes

7 Fire Brigade Mobile Device 1 yes

8 Fire Brigade Mobile Device 2 yes

Table 9.4: Definition of scenarios in terms of agents, devices and employment of filtering

rules.

Agents are characterised in the last section, while the gfetifications used in
these scenarios are available via the fvalets then, define each of the devices:

e C2 Room: command and control roérwith processing power of 2 parallel
processors of 6.0GHz, 2GB RAM memory and four 40” (1920x2Q80D Flat
Panels. Hard memory of 300GB, containing all libraries;

2http://www.aiai.ed.ac.uk/project/ix/project/lino#pis.zip
SExamples of C2 rooms can be seen in http://www.controlemsntom/pages/AlliedSignal/index
.html and http://www.evansonline.com/products/consioésponse/
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e Personal Computer: a Pentium 4 Processor 3.0 GHz, with 512 iBary and
a 20" (1280x1024) LCD Flat Panel as display. Contains follgwisualisation
libraries: GUI, DirectX and Map;

e Mobile Device 1: Motorola V980 Handheld with processing powf 200 MHz,
2MB memory, a 30x20 display, CLDC configuration and Java exthblt does
not contains any special library;

e Mobile Device 2: Palm Intel XScale 416 MHz, de 4GB memoryptiig 60x50
TFT, CLDC configuration and Java enabled. Contains speciarids to ma-
nipulate tree and network representations.

Each of the scenarios is an experiment and all of them useatie sstances of
visualisation modalities: textual, tabular, sonore, iapnetwork, tree, spatial, virtual
reality (3D) and natural language. After running the expemts, the system returns
the options for each kind of plan element in accordance wigrtles.

All the figures in following section show indications of vadisation modalities,
returned by the system, to plan elements. Figure 9.2 shosveeults to scenario 1.
As the visualisation rooms are very well equipped in termearfiware and software,
they enable any kind of planning visualisation. So we canss¥eral visualisation
options as follows.

Figure 9.3 shows a smaller set of visualisation optionsnffreow on we are no
longer considering issues and annotations for simpliftcateasons). There are two
motives for that. First the device resources are more lapiteainly in terms of li-
braries. Second the user has set a visualisation prefecamsraints so that if this
option is available (in this case the map modality), onlg thtion is returned.

Figures 9.4 and 9.5 show results of experiments that useame sigent profile
running in different devices. The second device (Figurgi8.Bhore powerful, however
it returns less options because it provides the kind of isation modality that was set
by its user (Map modality). Note that, if the system inferatttie first device (Figure
9.4) does not support the map modality, then the agent gmedes cannot be applied
and all other possible options are returned.

In the majority of planning systems, one kind of visualisatis enough for each
plan element. Thus, cases like the one represented in $Socdn@igure 9.2) must be
refined.

The refinement process is carried out via filtering rules, r@sipusly explained.
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% Multi-Modality Prototype: Search and Rescue Command Center E]E| E|
File View Help
Plan Elerment | tlctality | Test
Ativities |Tesxdual =
Activities Tabular
Activities iMaturalLanguage

Activties [Sonore
lssues
Issues.
Issues.
lssues.
Annotations
Annotations
Annotations
Annotations
Constraints
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C s

Constraints {Hlap,
Constraints MirtualReality
Activities. {Tee.

Issues etk

Run Test

Figure 9.2: Visualisation results to Scenario 1.

Note that user preferences can be considered one kind oiffgteules, however in sit-
uations that they cannot be applied, then the system muestsime filtering strategy.

The strategy used here to exemplify the idea of filteringngae. If there is one or
more special structure modalities, one of that modalisedeatory chosen. Otherwise,
the system tries one of the complex structure modalitieBotlh options fail, then one
simple structure modality is used. In brief, the idea isyoiore specialised modalities
before the simple ones.

Note that for this kind of reasoning, the system needs tonstaled the hierarchical
relation between the classes (Figure 7.2). For examplegats to know that if the
Tree modalityis part of theN_Dimensionaket and thé&\_Dimensionaket is part of the
ComplexStructureset, then thélree modalityis also part of theComplexStructure
set. Appendix 3 details the rules that use this strategy.

Adding the set of filtering rules (Appendix 3) to the rule base have the follow-
ing results (Figure 9.6). Note that the system returns only wsualisation modality
for each category, according to the new set of rules.

One implementation feature that was not discussed yet ialitigy to test the re-
sultant visualisatioh The right columns of the tables (Figures 2 to 6) presentichec

4This feature is not implemented to all modalities of the mge.
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. Multi-Modality Prototype: Fire Station E”E”i|

File View Help

Plan Element | Modality
Aciivities Textual
Activities Tahulat
Activities [Sonare
Constraints ap
Tree

_|
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Lix]

N

File View Help
Flan Element Modality
Textual
Tahular
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Textual
Tahular

au}
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Figure 9.4: Visualisation results to Scenario 3.

boxes that can be checked and a run test method can be stattedassociated visu-
alisation. The I-X architecture gives support to integratof different ways of visu-
alisation via theDbject-viewing whiteboardapproach. This feature enables that Java
classes, which implement visualisation modalities, caaduked at runtime to the plan-
ning architecture. In this way, the classes can accessdueee information from the
architecture to create specific visualisations, and als@lferations carried out via the
interfaces can be reported to the architecture. To makddkisnore realistic, we are
setting the size of the test window in accordance with theogés/display (information
from the device ontology).

From this practical demonstration we can conclude that #eeafi rules-based rea-
soning is an appropriate approach to deal with this domaist Because this kind of
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“% Multi-Modality Prototype: Fire Brigade

File View Help

Flan Element Modality
\Textual

au}
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Constraints |Map
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Figure 9.5: Visualisation results to Scenario 4.

reasoning is a declarative way to codify the know-how of tomdin. Second itis very
simple to change the rules if we want to represent new knaydexd a new process. In
other words, this approach eases the system extension anténance.

9.4 Demo Screens

In the previous sections we saw how launch the applicationiidhe framework. In
this section we will present the interfaces for informatisualisation of the prototype
demo.

Taking for example the visualisation results of the framawshown in Figure 9.6,
if the user decides to see a specific type of modality he/sbeldltlick on it and then
press the button to run the demo, that will show the respeatierface.

Following, the screen shots of some of the modalities deelan the prototype
system are presented.

Figure 9.7 to 9.12 show respectively: the Textual modatlitg, Tablular modality,
the Tree modality, the Network modality, the Map modalitgdahe Virtual Reality
Modality interface.

It is interesting to note that the same information (for epéambuilding locations)
can be displayed in different modalities, according to Wwh&more suitable in differ-
ent situations.
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Figure 9.6: Visualisation results to Scenario 5 to 8 respectively.

£ Textual View EHE|[E|
File
Activity[fwaid-fire-spreading in Old-Tawn] - normal priarity - executing

Activity[Localise Appleton-Tower in Old-Town] - narmal priority - possible

Activity[Predict behaviour-of-fire in Appletan-Tower] - narmal priority - blank

Activity[Protect David-Humer-Tower and William-Robertson-Building] - normal priority - blank
Activity[Evacuate George Square] - normal priarity - executing
Activity[Clear emergency roads] - normal priarity - possible
Activity[Frepare hospitals] - narmal priority - possihle

Figure 9.7: Textual modality interface.



172 Chapter 9. A Practical Application

£ Tabular View

File
-Activities -
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Figure 9.8: Tabular modality interface.

<. Tree View EJ |§”g|
File
[ Activities,
@ =] Activity[Avoid-fire-spreading in Old-Town] - narmal priarity - executing

D Activity[Localise Appletan-Tower in Old-Town] - normal priority - possible

D Activity[Predict behaviour-of-fire in Appleton-Tower] - normal priarity - blank

D Activity[Protect David-Humer-Tower and William-Robertson-Building] - narmal pr
@ [ Activity[Evacuate George Square] - normal priority - executing

D Activity[Clear emergency roads] - normal priority - possible

D Activity[Prepare hospitals] - normal priority - possible

Figure 9.9: Tree modality interface.

£ Network View

File

Figure 9.10: Network modality interface.
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Figure 9.11: Map modality interface.

< 3D View

Figure 9.12: Virtual Reality modality interface.






Chapter 10
Conclusion

This chapter contains conclusive discussions about ouk.warbrief, the work con-
sists of a framework of semantic based support for visu@hisan a context of com-
plex collaborative planning environments. It is intendedbé a generic and to enable
the organisation and modelling of planning domain from tiseialisation perspective,
giving tailored support for information visualisation.

The remainder of this chapter is organised as follows: $ecti0.1 empirically
evaluates the framework, using some results from the exyeris in Chapter 9, ac-
cording to a set of requirements or criteria set. Sectiorré@sses the main contribu-
tions of this work. Finally, Section 10.3 lists future worktsat could be carried out
from this work.

10.1 An Empirical Evaluation

This section discusses an empirical evaluation of our fraonke, which uses results
derived from experiments of Chapter 9 and related obsemnstié-or that we follow
the methodology of first defining the scope of the framewortker, we list the set of
requirements that the framework tries to cover, showingefytare fulfilled.

The idea of our framework is to consider any kind of collaioeplanning do-
main, which can be defined via a planning representationuiage. Because we are
using a specific representation, thié-N-C-A> ontology, as a basis for our planning
model, we can say that the scope of our framework is deliniethe coverage of
<I-N-C-A> in representing planning domains.

Based on this assumption, we need to analyse the coverageM{C-A > itself.
The proposal ok I-N-C-A> is to be a general ontology for the representation of plans.
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In this way, it is based on general objects (e.g., activitesistraints, etc.) rather than
concepts coupled to particular domains. To cover a broadfselanning domains,
<I-N-C-A> objects are specified in a very open way. The content of caings; for
example, is defined by a list plarameterelements, wherparameteris an open kind
of element that will be defined according to the constraifid@reated.

While this kind of definition provides enough freedom to ceegéveral kinds of
constraints, the semantic of new constraints cannot bettyirased by the reasoning
mechanisms. In this way, it is important that a more refindthdon of constraints is
given, via the definition of types such as world state, terapor resource constraints.
Then, the reasoning process can correctly use the elemetitsse definitions. For
example, the previous definition of temporal constrainkswed that a set of this kind
of constraints to be analysed to create or choose a custorfis® of visualisation
delivery to this specific set.

A conclusion to this discussion is that the scope of our fraork is restricted to
all kind of domains that can be specified via the version of<t-C-A> ontology
presented in Chapter 7. However, this itself is very broadteNloat expansions in its
representation will not have an impact on our framework. Eesv such expansions
will not aggregate value to the visualisation reasoningess, just because the frame-
work will not recognise them. Considering this scope, we catuate our framework
according to five requirements: coverage, extensibilitynglness, completeness and
quality.

The evaluation of coverage tries to investigate if the frawrl covers all possible
scenarios, or if there is any type of problem/event that saidramework does not
cover and why. As discussed before, the scenarios reprdeardins of collaborative
planning, such as the Search and Rescue instance discnsSkdpter 9. This domain
has been used because it is a complex real world area of epnioeolving several
agents and types of devices. In this way, its employment wakilubecause we could
verify that the models were able to represent the signifidamain features from the
point of view of the visualisation needs. For example, weehased very different
visualisation devices to see how they could be modelled.atn, independently of
the device type, all of them have a subset of features thatbeaspecified by the
framework models. Examples of these features are displag;, siound support or
processing powetr.

The evaluation of extensibility examines if the framewodneasily be modified
to consider expansions in the models. This requiremenbiety related to coverage.
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The current framework has a specific coverage given by theelaahd rules. If the
framework has a good extensibility, then it is also easy tdaip the coverage of the
framework. The design of our framework has mainly considehgs requirement via
the use of a rule base to keep knowledge about the visualisatAs discussed before,
a rule base can easily be extended and maintained. Alsoatkegarisation of these
rules and reasoning, proposed in this thesis (Section @xples a better understand-
ing of the process and, consequently, supports the inseotionodification of new
rules. We can feel these features during our experiments whefiltering rules are
used. This new set of rules has a significant impact on thdtseswwever its design
and integration into the framework is simple and direct.

The evaluation of soundness examines if the framework e=heerrectly and as
expected. An advantage of this framework is that the modeishe previously tested
via RACER, which provides a way to test for inconsistencied stnuctural errors in
the models. Related to the inference process and rules, veeuszd eight instances
of test the scenarios (Chapter 9) to verify the correctnesbhefules. Using simple
observation of the outcomes, we could verify if such outceare actually appropriate
and follow the ideas codified via the rules specificationsteNwwever, that this is
not an exhaustive kind of test, so that the use of multipléeatians may bring some
unexpected result.

The evaluation of completeness examines if the framewovkrsaall of the neces-
sary concepts and functionalities. At its current stage,famework is not meeting
this requirement. There exist concepts associated witariigonment and agents that
are not being explored in their entirety. As discussed dytie thesis, these concepts
can have an influence on the visualisation process, apatnttfie fact that they are not
fundamental for such a process. In fact several conceptbeauded to the models,
as well as rules to augment the quality of reasoning.

The evaluation of quality examines how well the frameworkers/supports the
problem domain. In other words, it examines the quality suits. We have noticed
that quality is closely associated with the definition ofesil Note that the soundness
of the framework does not imply that the results are the mpptapriate for a given
scenario. During the development of the experiments, we kansidered the search
for quality when we try to match the best form of visalisatioreach plan element. For
example, the match of temporal constraints elements tethparal modality of visu-
alisation. In this case, the rules are mainly in charge fer#sults quality. However an
interesting situation noticed in our experiments is wheersifiave visualisation pref-
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erences. Because such preferences have priority in theirde process, the become
the users responsibilty. Maybe it sounds inappropriatetti@framework generates a
final result that is different of the agent preference, beeaue are claiming that the
framework always looks for the best visualisation modalityis could indicate that
agents do not know the real capability of their devices, eytthio not feel comfortable
with such a specific modality. This last case shows that tyuiglia subjective param-
eter so that the same result could be attested as high gi@lispme user and not so
good for another.

10.2 Contributions

This section lists the main contributions of our framewatiscussing each of them in
details.

10.2.1 Generality

The framework was designed to be a general approach, in tigmos what was
designed to date in Al planning systems. What we have in thieip&sualisation in
Al planning systems are specific fixed solutions, limited tyrmreasons:

e Dependant on the style of internal planning representation
e Dependant on the planning output;

¢ Not flexible to different requirements: old approaches gutyide a pre-defined
way to visualise information despite the requirement défeees. These require-
ments can be of different natures, such as, user requirsmeevices for vi-
sualisation requirements, type of planning informatioguieements, etc. For
instance, considering user requirements, those can vargndiing on: hierar-
chical role of the user agent in the collaborative processlarining (strategic,
operational, or tactical); and

¢ Limited to current technologies for visualising infornati

On the other hand, the framework proposed in this thesisistsnef a general
framework. It attacks the problem from the conceptualsatf it, defining a high
level abstract model composed by the following componenksidding blocks:



10.2. Contributions 179

e Conceptual Models: that permit the definition of a scenartbitarequirements;

¢ Reasoning Mechanism: based on the conceptual definitiazeotsios. Accord-
ing to requirements and restrictions that they impose, idwméwork provides a
reasoning mechanism that has as output a selection of igatiah modalities
suitable for the scenario;

¢ Visualisation Modalities Conceptual Models: these coneglptnodels specify
different modalities of information visualisation. Thes®dels, at the same
time, work as a conceptual specification for visualisatiatalities and are used
as output for the reasoning mechanism. In such outputsjshalisation modal-
ities can come individually (if the filtering rules are apgal), or in a set (when
the filtering rules are not applied). In this last case a seisafalisation modal-
ities are presented, leaving the user with the option to sadmetween them.
The application or not of the filtering rules in the reasonmegchanism process
would be utilised in the framework according to the requieerts. For example,
an user agent working at the strategic hierarchical levalld/be interested in
having several modalities of visualisation output. Thiandogive the agent the
possibility to go through the options to analyse the infaiorafrom different
perspectives and also being able to delegate and give aalva# information
visualisation to subordinated and/or peer agents. On ther dtand, the use of
filtering rules would more suit the tactical agents that &oejnstance, execut-
ing the plan. In such cases giving one solution for inforomratrisualisation (the
most suitable one for the scenario according to the requrgs), would speed
the process of analysing information for the agents worlattis level.

¢ Visualisation Suites: These constitute solution blockssch information visu-

alisation modality. Using the application based on the &awrk, the user can
run a scenario for a given agent taking part in collaborgtraeess of planning,
and the application will return one or more options of infation visualisation,

depending on the use or not of the filtering rules. The usetloam, choose one
of the options by ticking it, and then run the visualisatiantes referent to the
information visualisation modality that was ticked. Theuwalisation suite tries
to simulate as precise as possible the information visai#dis according to the
scenario requirements. For instance, preserving thealispte of an hypothet-
ical mobile device, etc.
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The first part of Figure 10.1 (on the left) illustrates how thiormation visualisa-
tion was approached to date in other solutions. The secordgrathe right) shows
how the framework presented in this thesis proposes to slé/problem using a gen-
eral solution to it.

Visualisation
Flans
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p— Solution | [Tewtiisl Craphnd
1] . . . I =| . [os]
Mextusl  Graphic —= 4|
| Hetor —_—
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Other Approaches Framework of Semantic
for Visualisation Support for Visualisation

Figure 10.1: Approaches for information visualisation in Al planning systems: other

approaches proposed to date (left) and approach proposed in this thesis (right).

The framework proposed consists of a high level abstractaifodinformation vi-
sulisation in collaborative Al planning. The approach wasdesigned to be limited to
current technologies of intelligent planning, informatieisualisation, or mobile com-
puting, etc. Instead it is open and extensible to new tedgme$ through conceptual
formalisation. Therefore it consists of a general approach

To illustrate the generality of our approach, let us consigbat could happen
if we try to use it in another collaborative planning domasnch as the Mars rover
mission. First, several visualisation devices in spacesiois could be very different
from the ones used in a disaster relief operation. Howewerfehtures (e.g., screen
size, processing power, etc.) of space devices tend to beatme than any other
device. In this way, rather than extending or changing thelogy, we only need to
create new instances of this ontology to represent the spadees. The same idea
can be used to the agent and environment ontologies. A firemdran astronaut are
different agents, but they have the same set of propertestiaracterises them. This
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is also valid to the Mars terrain or a disaster scenario. &lodgects are only instances
of ontologies, so that they share the attributes and rulesifgd for their respective
ontologies. This aspect is very important to the mainteaaricules. The rules of our
approach are intended to manipulate features and relagfmetsfied by the ontologies,
rather than on specific devices, or agents or environmetiss,in the majority of the
cases, our approach only requires the creation of new iossafior each new domain.

All these aspects are also valid to the planning ontology. igaster relief plan
and a space mission plan are certainly very different. Hewéwey are based on the
same concepts such as activities, issues, constraintpdtamworld-state, etc.) and
so on. On the other hand, the generality related to the ptgnomtology is restricted
to plans that are specified vial-N-C-A>. Planners that generate plans in a different
language, such as PDDL or STRIPS, will not be able to use thimdwork. Note,
however, that ever in these cases, only the planning ont@nd planning rules should
be modified. Another option could be to map the plan represgiemtin use to the<l-
N-C-A> syntax. However, depending on the representation in usentay not be a
very practical process.

10.2.2 Extensibility

For the development of our approach, the framework corssistea semantic model
of a subset of concepts involving elements of scenario afminration visualisation
definitions, these definitions were useful to validate oanfework. However, the
framework was designed to be a general conceptual model.s, Tthe framework
can be easily extended to incorporate new cases. These cadenew scenario
specifications via, for example, the addition of new devilgsvisualisation; and/or
new and advanced modalities of information visualisatieor instance, it could be a
pen-based (pen gesture and inking) [Li et al., 2005], [Hieglet al., 2004] or tactile
[Cholewiak and Beede, 2005] modalities of information vigadion. The framework
supports this extension due mainly to the approach of ugntastic modelling and a
rule based reasoning mechanism, as already discussed dugithesis.

The methodology for extending the framework would need tlmfoa number of
simple steps that we describe bellow. For instance, letaidssthe case for extending
it for a new information visualisation modality, for exameppen-gesture. The method-
ology necessary for extending the framework for a new moghlke this is defined by
two steps:
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¢ Adding the semantic conceptual definition for the modalitinformation visu-
alisation (Information Visualisation ontology), and,;

¢ Add the requirements of this new modality in terms of therreon rules of the
decision process, regarding device, agent, planningnméition and environment
restriction rules.

Note that modifications would not be necessary for the ctiframework regard-
ing its main modules, which are:

e Scenario semantic definition, and;

e Reasoning Mechanism approach using JEOPS as a producsiamsy

In addition, modifications are also allowed regarding sdendefinitions. For ex-
ample, the inclusion of new devices, new agents, etc. Thssbur framework being
limited to current technologies, but allows it to be genenad open to new possibili-
ties.

10.2.3 Enhancement of the Use of Knowledge-Based Planning

The framework presented in this thesis has enhanced thd keewledge-based plan-
ning in other areas, not restricting it to the core problersilligent planning. It is
an attempt as a step ahead to a broader use of knowledgegiasathg applied to the
area of information visualisation in the context of collgddive planning.

It has been argued in the literature that there is a need fiaradler use of knowledge-
based planning based on the ideas of a knowledge enrichragatred in Al planning.
However, as far as we are aware, it has only been investigateer the light of core
problems of planning. Our claim is that this vision shouldgven more augmented in
other aspects of planning, and we highlight, for instarioe jnformation visualisation
area.

The enhancement of knowledge-based planning permitteditdyamework makes
contributions in the following aspects:

e It is a first attempt to use a knowledge representation apprepplied to the
problem of information visualisation in collaborative plang systems. As al-
ready discussed in this chapter, previous solutions farmétion visualisation
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in planning systems presented dedicated approaches wiichnet very flexi-
ble in different situations. The knowledge-based apprgaekented in this the-
Sis creates opportunities for a new way of thinking and dgwely information
visualisation in planning systems;

e The knowledge models developed permit modelling and reagosbout the
problem from the information visualisation perspective.our framework they
were designed to work together giving support to the reagpmechanism. The
reasoning mechanism gives output solutions for infornmatigualisation based
on the knowledge bases of structured information. In adidjtthe models and
the structured information they provide can also be usedrsggly for other aims
and tasks. For instance, the device’s model/ontology, kvh@ntains detailed
descriptions of mobile devices, can be used to other apjgit@and problem
domains.

10.2.4 Designed for Real World Applications of Collaborati ve Plan-
ning

A strong notion of our work is that it can in fact be used in reallaborative plan-
ning applications. The design of the planning ontology,example, was based on a
framework (1-X) that already has several implementationdifferent kinds of domains
(military, search and rescue, etc.). However, other kndgdemodels were developed
only because the information raised from this planning lmgp is not enough to fit
the requirements of real work applications regarding to #immodality visualisation.

In a real world scenario, the most likely situation is huma software agents
collaborating to solve a planning problem. Human agentshawve different roles in
the planning process. While some will be in coordination tatkers will be on the
move. This information is not explicit in the planning oragy, but it can be important
in defining a visualisation strategy. In the same way, othrmation about agents,
such as roles, capabilities, preferences and authorititgei planning process are also
important and they can all be represented in the agent antolo

The environment ontology follows the same fundamental @ggnr: to augment
the information about the domain so that a better visuatisadtrategy can be applied.
Despite the fact that this ontology was not extensively @qa during our research,
its employment is essential to represent information alleeitenvironment that can
have influence on the visualisation. Note that real worldiappons can be designed
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for very diversified environments such as space, underwaelerground and hostile
environments (e.g., battlefields) where the kind of domain ienpose several infor-
mation delivery constraints.

Finally, the device ontology allows the use of a planningli@ation on a broad
range of devices. Itis almost impossible to assume thatlalmitive planning appli-
cation, designed to real world domains, is going to be usedrfly one kind of device.
Thus, this ontology brings the required knowledge to adaptgianning information
to one or other specific device.

In brief, the set of ontologies and their integration pegtite expressiveness of
several aspects related to real world applications in plfgpdomains. We can say that
the whole set of ontologies gives us the power of adaptatioather words, planning
information is adapted to be delivered in such a way that ¢obges compatible and
appropriate to a given situation. Note that we are arguirq these four groups of
information (planning, device, agent and environment)areugh to represent all the
required information to decide on a planning delivery sgyt

Related to the reasoning mechanism, the number of rulesreedoy a real appli-
cation can affect its performance, so that it is importamtgikample, to recognise and
avoid irrelevant rules. This is not different in our apprband a large number of rules
will possibly require techniques of optimization, as detiin [Gupta et al., 1986,
Zupan and Cheng, 1998], which can speed the reasoning process

At last, itis important to stress that this level of adamatiepresentation/reasoning
is not found in any kind of planning application. In fact, eses principles discussed
here could be used for any kind of computational system #xgtires some form of
adaptation in its process of visualisation delivery. Hogreas any original approach,
several improvements are still needed, so that there afieretit opportunities to re-
search directions from our current stage.

10.2.5 Tailored Information Visualisation Delivery Based on Knowl-

edge Representation

The framework proposed in this thesis allows a tailoredvee}i and visualisation of
planning information, according to features of a scenarlus is achieved through an
original approach of knowledge representation that, despmilar ideas having been
investigated in the information visualisation field, thirsel of research has never been
applied to collaborative intelligent planning applicai$o
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There are two levels of tailoring in our framework: a nonatigiguating mode
and a disambiguating mode. The system can be configured toiwboth modes. In
the non-disambiguating mode, all possible tailored visaibn modalities suitable to
a given scenario are presented to the user as suitable iafimmvisualisation modal-
ities.

On the other hand, in the disambiguating mode, only oneral@ption is pre-
sented to the user, being that option which the reasonindgpaméem elects as the most
suitable for the given situational scenario.

10.2.6 Independent Models Usage

The ontologies set permits organising and modelling thealorfrom the visualisa-
tion perspective in a contextual collaborative environta@nntelligent planning. The
framework puts the ontologies together to work for this msg. However, each model
has a contribution in itself, since they can be used sepgfatedifferent domains and
applications.

For instance, th®evices Ontologgan be used for devices profiling in any other
application. The approach presented is motivated by thd faesemantic enhance-
ment for mobile device profiling. This work brings severahtiibutions to the area
via a broader knowledge representation regarding manycéspe

First, it permits semantic improvements related to Javlartelogy. This will allow
reasoning considering about Java aspects (resourcess, ARlg-ins, etc.), enabling
the reasoning mechanism to propose tailored modalitieafofration visualisation
regarding the knowledge aggregated via this ontology &irac

Second, thdevices Ontologys also providing semantic enhancement related to
display, sound and navigation aspects of mobile devicesivated by the fact that a
wiser use of these resources can improve mobile devicedlisab

This enhanced knowledge can be used in the context of oueftank. However,
that aggregated knowledge can potentially be used in numether applications that
need to deal with devices profiling for example.

10.2.7 It has a Conceptual Model

The framework was built, first of all, based on a conceptuatiehdhat serves as a
base for implementations. Some requirements and featuigting in the conceptual
elaboration are:
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¢ Not attached to a specific and unique way of information \isation;
e Not attached to current technology; and

e Not attached to current available devices.

10.2.8 Originality

In addition, it is important to highlight the originality psct of this work. A semantic
modelling approach has not yet been applied to informatismalisation in intelligent

planning applications as far as we are aware. The use ofagiéd is becoming a trend
in the information visualisation field, where an increasmgnber of works relating to
this subject have appeared in recent international conéexeon the topic. However,
its use in an intelligent planning context has not yet begcezd.

10.3 Future Works

We are witnessing a fast development of the Web heading tsihe next generation
Web, which may be more semantically structured. There isd f@ new research and
technology challenges that will permit the continued Wetmdh and access. Some
new technologies are being explored to address these rhafiethat will extend the
capabilities of the Web. Our framework can fit these goalsait be extended and be
applied in the Semantic Web [W3 Consortium, 2005a], perngitthre engineering of
new ways to access/visualise the Web.

An interesting extension from this work is related to its gjr@otential for ap-
plication in the Semantic Web [W3 Consortium, 2005a] and deo3emantic Grid
[Blythe et al., 2003]. This extension is possible first bessaaur framework was de-
veloped according to Semantic Web and Semantic Grid coscé&#cond because it
was developed based on real industry and academy stancaldends.

Semantic Web is an international research initiative, inclwhhe core goal is to
make web content available for intelligent knowledge pssogg. It is a vision of an
evolving version of the current web in which the Web is a uréaé medium for data,
information, and knowledge exchange.

In brief, the Semantic Web is a vision, a set of design priesipcollaborative
working groups, and a variety of enabling technologiess HiLiilt upon to main aspects:
common formats for integration and combination of data dré&wm diverse sources,
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and language for recording how the data relates to real walyjdcts. The methods
and tools developed and integrated for the purpose of theaBer\Veb, often called
Semantic Technologies, are generic and have a very lardeafapn potential.

The fact that our framework is based on real industry/acadstandards permits
and eases its extension, communication and interopeyatiith other systems and
services, including web-based services, and applicatiaih® Semantic Web.

The compatibility with the Semantic Web is given both in teaceptual level (se-
mantic modelling based on ontologies) and implementagoell(code specification
based on W3C [W3 Consortium, 2005d] standards (e.g., OWL [W3 Ctusgr2005€]).

Our approach could contribute with the Semantic Web/Gridifferent directions.
Following, we describe a few:

e Automatic update of the knowledge bases: The knowledgeshastned by
the ontologies/models in our framework, for example, thé@aks ontology, can
be automatically updated for the inclusion of new devicescdptions using
intelligent agents and semantic technologies on the web.

¢ Reuse of models/ontologies: The five ontologies (Planndeyices, Agents,
Environment and Multi-modality Visualisation) develop&at our framework
can be reused in the context of the Semantic Web, permittswthe creation
of new versions of meta-models.

e Customised information visualisation on the web: The fraorwcan be ex-
tended to information visualisation in the context of theowaccording to infor-
mation in a standard definition, to provide web-based infdrom visualisation
customisation.

e Support to semantic-enabled software engineering: Secranabled software
engineering is the combination of Software Engineering &edhantic Tech-
nologies. Semantic Technologies includes: Ontologie$ologies Builder, Se-
mantic Web Services, Semantic Web, Reasoning, and ReaStaretardisation.
Since the approach developed in this thesis is based onas@fahese tech-
nologies, it has potential for the integration with methlogdges and practices
of Software Engineering. For instance, Requirements Egging done through
Knowledge Acquisition, development of ontologies andrtheiuse through the
whole software development process.
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e Contribution to standardisation in environments of colla@bwe intelligent plan-

ning: This work draws on standards (OWk]-N-C-A> based on RDF) and
novel techniques (semantic modelling and ontologieshgyo improve the lack
of semantic rich descriptions of e.g. functionality and lguaattributes; and
intending to provide data interoperability, and automatichestration of com-
ponents and services in the domain of collaborative plannin

Apart from the Semantic Web opportunity, we can list otheeclions of research:

Extension of the models, so that they can mainly considerenfieatures of
agents, the environment and devices. This also implies tamsion of the rule
base, so that it also reasons on the new model classes aaddest

Improvement of the evaluation tests, which must consideh ed the require-
ments described in Section 10.1. Such tests should, for ghearonsider more
than one planning domain to see the behaviour of the framesmat to prove its

generality;

Practical implementation of visualisation tools that esg@ant the visualisation
modalities described by the model. These tools should legiated to the 1-X
architecture and employed at runtime.

Note that the principal ideas of these work directions isdofy the framework in

a more concrete way and also to turn it into a real planning totegrated to the I-X

architecture.
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Appendix B
Rules’ Specification

The rules presented here describe the logic that has beendusig the visualisa-

tion reasoning process. The implementation of such rulkgwe three ideas. First,
because we are using the close world assumption, everytinaigs not in the knowl-

edge base is false. Second, the rules basically manipalet® 50 that conclusion of
rules implies insertions of new facts or changes in curraots. At last, we also have
rules whose conclusion is an action to remove facts from tioevledge base. In other
words, this action means that the fact, just removed, is ngdovalid (close world

assumption).

As an example, consider the rule conclusies Supportsd,m)”, whered is a de-
vice andmis a modality. This rule conclusion means that the fact “teeiced sup-
ports the modalityn” must be inserted/updated in the knowledge base. In the same
way, we can have=> remove(supports{m))” to remove the fact from the base. In
brief, all these rules must be understood as productioresystles.

Examples of implementations of such rules can be seen inpp® and more
details of this process in Chapter 8.

B.1 Device-restriction Rules

B.1.1 Basics

1. For every instance of the device class, this instanceléstalsupport the textual
and tabular visualisation modalities. In this way, we canteat both modalities
are default options of visualisation for every device.

vd,m Device(d)A ((m = Textual)v (m = Tabular))=- supports(d,m)
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2. For every instance of the device class, if this instanseah@UlI library, then it

supports both graphical and temporal visualisation médaliNote that tempo-
ral representations can be considered as a graphical esppa¢i®n whose one of
the measure units is time.

vd,m Device(d)\ HasLibrary(d,GUIA ((m = Graphic)v (m = Temporal))
= supports(d,m)

B.1.2 Java Technology Semantic Based

1. For every instance of the device class, if this instancelaga capabilities and if

this instance has a CLDC configuration, then it has availdt@évIDP profile.
vd JavaEnabled(d) HasConfiguration(d,CLDC3- HasProfile(d,MIDP)

For every instance of the device class, if it has the MIDdiley, it obligatorily
has the standard features of basic user interface, ganeztac#, sonore media,
networking and persistent storage.

vd HasProfile(d,MIDP}- HasLibrary(d,GUI)A HasLibrary(d,Games)
A HasLibrary(d,Sonore) HasLibrary(d,Networkingh
HasLibrary(d,Persistence-Storage)

For every instance of the device class, if it has the MID#filey, then this in-
stance supports the textual, tabular and graphical mgdalit

vd HasProfile(d,MIDP}- Supports(d, Textual) Supports(d, Tabular)
Supports(d,GUI)

. For every instance of the device class, if it has the MID#&file;, and if the

device has sound capabilities (hardware), then this iestaopports the sonore
modality.

vd HasProfile(d,MIDP)\ SoundEnabled(d} Supports(d,Sonore)

. For every instance of the device class, if it has MIDP peofind if the device

has navigation capabilities (hardware), then this instasigpports the use of
pagination (independently of modality).
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10.

vd HasProfile(d,MIDP)\ Supports(d,Navigationy> Supports(d,Pagination)

For every instance of the device class, if it has the MID#iley, then it supports
special Java applications (for instance: Map, NLP, 3D, NekwAlgorithms or
Tree Algorithms).

vd HasProfile(d,MIDP}= Supports(d,Especial-Java-Application)

For every instance of the device class, if it supports ighdava applications,
and it has a map library, then this instance supports the ragpdvisualisation
modality.

vd Supports(d,Especial-Java-ApplicationHasLibrary(MapLib)
=- Supports(d,Map)

For every instance of the device class, if it supportsisgpdava applications, and
it has a NLP library, then this instance supports the natargjuage visualisation
modality.

vd Supports(d,Especial-Java-ApplicationHasLibrary(NPLLib)
=- Supports(d,NPL)

For every instance of the device class, if it supportsigpdava applications, and
it has a 3D library, then this instance supports the threeedsional visualisation
modalities (spatial representation and virtual reality).

vd Supports(d,Especial-Java-ApplicationHasLibrary(3DLib)
= Supports(d,Spatial) Supports(d,Virtual-Reality)

For every instance of the device class, if it supportzigpdava applications,
and it has a network algorithm library, then this instancppsuts the network
visualisation modality.

vd Supports(d,Especial-Java-ApplicationHasLibrary(Net-Algorithm)
= Supports(d,Network)
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11. Forevery instance of the device class, if it supportsigp@ava applications, and
it has a tree algorithm library, then this instance suppthristree visualisation
modality.

vd Supports(d,Especial-Java-ApplicationHasLibrary(Tree-Algorithms)
= Supports(d,Tree)

12. For every instance of the device class, if it has the MID#ile, then it sup-
ports the new and advanced technologies supported by J2Migtance: Java
Telephony, Java Card and Java TV).

vd,x NewTechnology(x)\ HasProfile(d,MIDP)\ Supports(J2ME,x}> Supports(d,x)

B.1.3 Display x Sound x Navigation Semantic Based

1. For every instance of the device class, if this instancedwgpport to generate
sounds, then it supports the sonore visualisation modality

vd,m Device(d)\ SoundEnabled(d) (m = Sonore)= Supports(d,m)

2. Forevery instance of the device class, if this instanpgatis the graphic modal-
ity and the device display size is bigger than an specificteonsalue, then this
instance supports the network and tree visualisation nitgdal

vd,m Supports(d,Graphic) (DisplaySize(d)> MinimalDisplaySize(m))\
((m = Tree)v (m=Network))=- Supports(d,m)

3. The next rule refers to pagination (construction and geastf more than one in-
terface) and consequent navigation. For every instandeeadévice class, if this
instance supports pagination, then it can support a mutiatity visualisation.

vd,m,mp Supports(d,Sonore) Supports(d,m) A Supports(d,s) A —(mMy = my)
= MultiModality(d,my,my)
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B.1.4 Advanced and New Technnologies Semantic Based

1. For every instance of the device class, if this instancethe OpenMap library,
then it supports the map visualisation modality. Note thatare restricting the
map libraries to just one option because is that library Watare using in our
applications. However this restriction is not necessawllat

vd,m Device(d)\ HasLibrary(d,OpenMap) (m = Map)=- Supports(d,m)

2. For every instance of the device class, if this instance®penGL or DirectX
among its libraries, so such an instance supports the spgti@sentations visu-
alisation modality.

vd,m Device(d)\ (HasLibrary(d,OpenGLY HasLibrary(d,DirectX))
A (m = Spatial)= Supports(d,m)

3. Forevery instance of the device class, if this instanppstis the sonore modal-
ity and it has the minimal processing power(PP) and memagyirements for
a NLP application and it also has a NPL library installednteach an instance
supports the natural language modality.

vd,m Supports(d,Sonore) (ProcessingPower(d} MinimalPP(NLP))
A (MemoryCapability(dy> MinimalMemory(NLP))A HasLibrary(d,NLP)
A (m = Natural-Languagey}>- Supports(d,m)

4. For every instance of the device class, if this instangpasts the spatial rep-
resentation modality together with minimal requirementgcessing power
and memory capacity, then such a instance also supportsrthal veality (VR)
visualisation modality.

vd,m Supports(d,Spatial) (ProcessingPower(d} MinimalPP(VR))A
(MemoryCapability(dy> MinimalMemory(VR)) A (m = VR)
= Supports(d,m)

5. For every instance of the device class, if this instancerttd enough memory
capability or processing power to support both VR and NPL atitids, then
such a device can only support one of these visualisatioratities.
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vd Sum(MinimalMemory(PLN),MinimalMemory(VR))> MemoryCapability(d)v
Sum(MinimalPP(NPL), MinimalPP(VR) ProcessingPower(d}}> VRorNPL(d)

For every instance of the device class, if this instanaesdmwt support both
VR and NPL modalities, if VR is currently supported then NR1osld not be
supported.

vd Supports(d,VRN VRorNPL(d)=- remove(Supports(d,NLP))

For every instance of the device class, if this instancesdwt support both
VR and NPL modalities, if NLP is currently supported then kosld not be
supported.

vd Supports(d,NLP) VRorNPL(d)=- remove(Supports(d,VR))

B.2 Planning Information-restriction Rules

B.2.1 Basics

1. For every instance of the plan class, if such an instanseahset of activities

(sa), then every activity of this set is an activity of therpla
vp,a Plan(p)\ ElementOf(sa,p)\ Contains(sa,a}- ActivityOf(a,p)

For every instance of the plan class, if such an instanselset of issues (si),
then every issue of this set is an issue of the plan.

Vp,i Plan(p)A ElementOf(si,p\ Contains(si,i}= IssueOf(i,p)

For every instance of the plan class, if such an instansetset of constraints
(sc), then every constraint of this set is a constraint offlae.

vp,c Plan(p)\ ElementOf(sc,p)\ Contains(sc,c¥ ConstraintOf(c,p)

For every instance of the plan class, if such an instansals®t of annotations
(sa), then every annotation of this set is an annotationeoptan.

vp,a Plan(p)\ ElementOf(sa,p)\ Contains(sa,a}- AnnotationOf(a,p)
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B.2.2 Types of Planning Information

1. For every instance of the plan class, the informationteeldo any of the plan
element of this instance can be delivered via a textual laabNMLP or sonore
representation.

vp,e,m Plan(p)\ ElementOf(e,pn\ ((m = Textual)v (m = Tabular)v
(m =NLP)V (m = Sonore))= DisplayEnabled(e,m)

2. For every constraint of a plan, if the type of this consiras temporal, then it
can be visualised via a temporal representation.

Vp,c ConstraintOf(c,p)\ type(c, Temporal}=- DisplayEnabled(p,c, Temporal)

3. For every constraint of a plan, if the type of this constr# world-state, then it
can be visualised via a map or virtual reality representatio

Vp,c ConstraintOf(c,p)\ Type(c,World-State}- DisplayEnabled(p,c,Map)
DisplayEnabled(p,c,VR)

4. For every constraint of a plan, if the type of this constr#s resource and if the
resource has a geographic position, then it can be visdalisea map represen-

tation.

Vp,c ConstraintOf(c,p)\ Type(c,Resource) Has2dPosition(Object(c))
= DisplayEnabled(p,c,Map)

5. For every activity of a plan, if this activity does not haweefinement, then it
can be visualised via a network representation.

Vp,a ActivityOf(a,p)A —HasRefinement(a)- DisplayEnabled(p,a,Network)

6. For every activity of a plan, if this activity has a refinamehen it can be visu-
alised via a tree representation.

Vp,a ActivityOf(a,p)A hasRefinement(a}- DisplayEnabled(p,a, Tree)
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7. For every issue of a plan, if this issue does not have a raéng then it can be
visualised via a network representation.

Vp,i IssueOf(i,p)\ ~HasRefinement(i>- DisplayEnabled(p,i,Network)

8. For every issue of a plan, if this issue has a refinemem,itrean be visualised

via a tree representation.

Vp,i IssueOf(i,p)\ HasRefinement(g> DisplayEnabled(p,i, Tree)

B.2.3 Multi Modal Possibility

1. For every modality “m” enabled to display an element “e’agblan “p”, if the
current device does not support such a modality, then thigigsion of visual-
isation is no longer valid. In other words, this rule elimiesithe required ways
of displaying an infomation that are not supported for theremt device.

vm,e,p displayEnabled(p,e,m)—supports(d,m)=> remove(displayEnabled(p,e,m))

2. For every modality enabled to display an element “e” ofanpbp”, if there are
two of these modalities (mand np) to display the same information, then this
information can be visualised in a multi-mode way.

Vp,e,m,m; displayEnabled(p,e, i A displayEnabled(p,esh A —(my = myp)
= multiVisualisation(p,e,mmy)

B.3 Agent-restriction Rules

B.3.1 Agents’ Preferences

1. If there is the possibility for a multi-visualisation ofsdan information, and the
user “u” has preference for one of the possible visualisatidalities, then the

other option(s) are removed.

Yu,p,e,m,my MultiVisualisation(p,e,m,mp) A UserPreference(u,egn

= remove(DisplayEnabled(p,e;i
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B.4 Environment-restriction Rules

B.4.1 Location Based Awareness

1. For all instance of the plan class, if this plan has two trairgs that refer to the
same object and such constraints has latitude and longéasiggtributes, then
the object of these constraints has a 2D position.

Vp,c1,C2 ConstraintOf(g,p) A ConstraintOf(g,p) A (ObjectOf(q) = ObjectOf(@))
A Attribute(c,Latitude)A Attribute(c,Longitude)= Has2dPosition(Object(})

2. For all instance of the plan class, if this plan has a camdtobject that has a 2D
representation and such object is represented in othetraortsvhose attribute
is altitude, then the object of this constraint has a 3D pmsit

Vp,c1,c2 ConstraintOf(g,p) A ConstraintOf(g,p) A Has2dPosition(Object{¥) A
(ObjectOf(q) = ObjectOf(@)) A Attribute(c,Altitude)) = Has3dPosition(Object{})






Appendix C
Filtering Rules

One first observation for these rules is that they need toviol sequence to be ap-
plied. This sequence accounts for giving the order of pesfee to the visualisation
classes. In our application, this sequenceSigecial StructureComplex Structurand
Simple Structure A second observation is that, for our application, the tagt is
never applied because the Tabular modality is one of theultefaodalities and it is
relative to theComplex StructureHowever, the last rule is important to cases where
this assumption (Tabular as a default modality) is not taken

1. The first filtering rule infers all the possible relatiorfsloe visualisation model
via the concept of extension. So considering three modssekag, ¢, and @, if
c1 is a relative of g and ¢ is relative of @, then q is also relative of ¢.

Vcp,C2,c3 Relative(g,co) A Relative(g,c3) = Relative(g,cs)

2. The second rule gives preference to one modality thatiagive to theSpecial
Structureclass. So, considering two visualisation instances, if aintese in-
stances, for each plan element, is relative ofSpecial Structurelass, then the
other is removed from the base.

Yv1,V2 Visualisation(v) A Visualisation(y) A ElementType(y,e) A
ElementType(y,e) A ModalityType(v,m;) A Modality Type(v,my)
A =(mp=my) A Relative(m,SpecialStrucutre}> remove(Visualisation())

3. The third rule gives preference to one modality that iatre¢ to theComplex
Structureclass. In fact the conditions of this rule will hold only ifé¢ltonditions
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of the previous rule does not hold. So, considering two \lisagon instances, if
one of these instances, for each plan element, is relatiree@fomplex Structure
class, then the other is removed from the base.

Yv1,v2 Visualisation(y) A Visualisation(g) A ElementType(y,e) A
ElementType(y,e) A Modality Type(v,mp) A Modality Type(v,myp)
A ~(m1=my) A Relative(m,ComplexStrucutre)>- remove(Visualisation(;))

The last rule is used only to ensure that if there are matdhe visualisation
whose modality is relative to th8imple Structurelass, just one of these visu-
alisations must hold. So, considering two visualisati®tances, if one of these
instances, for each plan element, is relative of $maple Structurelass, then
the other (that will be also Simple structure when this ralapplied) is removed
from the base.

Vv1,v2 Visualisation(y) A Visualisation(y) A ElementType(y,e) A
ElementType(y,e) A Modality Type(v,mp) A Modality Type(v,mp)
A =(m1=my) A Relative(m,SimpleStrucutrey remove(Visualisation(;))
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Rules in Object-Oriented JEOPS
Syntax

public ruleBase MultimodalityBasg
rule deviceOX // Implements part of Rule B.1.1-1
declarations
Device d;
Modality m;
conditions
m.isType(“Textual”);
Im.isEnabled();
actions
m.setEnabled(true);
modified(m);
ki
rule deviceOZ // Implements part of Rule B.1.1-1
declarations
Device d;
Modality m;
conditions
m.isType(“Tabular”);
Im.isEnabled();
actions
m.setEnabled(true);
modified(m);
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}

rule deviceO3 // Implements part of Rule B.1.1-2
declarations
Device d;
Modality m;
conditions
d.hasLibrary(“GUI");
m.isType(“Graphic”);
Im.isEnabled();
actions
m.setEnabled(true);
modified(m);
¥
rule device04 // Implements part of Rule B.1.1-2
declarations
Device d;
Modality m1;
Modality m2;
conditions
ml.isType(“Graphic”);
ml.isEnabled();
m2.isType(“Temporal”);
Im2.isEnabled();
actions
m2.setEnabled(true);
modified(m2);
h
rule deviceO5 // Implements Rule B.1.3-1
declarations
Device d;
Modality m;
conditions
d.hasResource(“Sound”);
m.isType(“Sonore”);
Im.isEnabled();



actions
m.setEnabled(true);
modified(m);
¥
rule deviceO6{ // Implements part of Rule B.1.3-2
declarations

Device d;

Modality m1;

Modality m2;
conditions

m1l.isType(“Graphic”);

ml.isEnabled();

m2.isType(“Network”);

Im2.isEnabled();

d.biggerThan(m2.getMinimalScreenSize());
actions

m2.setEnabled(true);

modified(m2);

}
rule deviceO7 // Implements part of Rule B.1.3-2
declarations

Device d;

Modality m1;

Modality m2;
conditions

m1l.isType(“Graphic”);

m1l.isEnabled();

m2.isType(“Tree”);

Im2.isEnabled();
d.biggerThan(m2.getMinimalScreenSize());
actions

m2.setEnabled(true);

modified(m2);

}

rule device08 // Implements Rule B.1.4-1

209



210

declarations
Device d;
Modality m;
conditions
m.isType(“Map”);
Im.isEnabled();
d.hasLibrary(“Map”);
actions
m.setEnabled(true);
modified(m);

}

Appendix D. Rules in Object-Oriented JEOPS Syntax

rule device09 // Implements part of Rule B.1.4-2

declarations
Device d;
Modality m;
conditions
m.isType(“Spatial”);
Im.isEnabled();

d.hasLibrary(“OpenGL”);

actions
m.setEnabled(true);
modified(m);

}

rule devicel(Q[ // Implements part of Rule B.1.4-2

declarations
Device d;
Modality m;
conditions
m.isType(“Spatial”);
Im.isEnabled();

d.hasLibrary(“DirectX");

actions
m.setEnabled(true);
modified(m);



rule devicell // Implements Rule B.1.4-4
declarations
Device d;
Modality m1;
Modality m2;
conditions
ml.isType(“Spatial”);
ml.isEnabled();
m2.isType(“VirtualReality”);
Im2.isEnabled();
d.getProcessingPowerf) m2.getMinimalProcessingPower();
d.getMemory()> m2.getMinimalMemory();
actions
m2.setEnabled(true);
modified(m2);
b
rule devicel? // Implements Rule B.1.4-5
declarations
Device d;
Modality m1;
Modality m2;
conditions
ml.isType(“Sonore”);
ml.isEnabled();
m2.isType(“NaturalLanguage”);
Im2.isEnabled();
d.hasLibrary(*NPL");
d.getProcessingPowerf) m2.getMinimalProcessingPower();
d.getMemory()> m2.getMinimalMemory();
actions
m2.setEnabled(true);
modified(m2);
¥
rule plan01{ // Implements Rule B.2.1-1
declarations

211



212 Appendix D. Rules in Object-Oriented JEOPS Syntax

VPlan p;
conditions
p.hasActivities();
actions
PlanElement pe = new PlanElement(p,“Activities”,p.getdites());
assertt(pe);
p.removeActivities();
modified(p);
h
rule plan02{ // Implements Rule B.2.1-2
declarations
VPlan p;
conditions
p.haslssues();
actions
PlanElement pe = new PlanElement(p,“Issues”,p.getl§pues
assertt(pe);
p.removelssues();
modified(p);
}
rule plan03{ // Implements Rule B.2.1-3
declarations
VPlan p;
conditions
p.hasConstraints();
actions
PlanElement pe = new PlanElement(p,“Constraints”,p.ges@aimts());
assertt(pe);
p.removeConstraints();
modified(p);
ki
rule planO4{ // Implements Rule B.2.1-4
declarations
VPlan p;
conditions
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p.hasAnnotations();
actions
PlanElement pe = new PlanElement(p,“Annotations”,p.ge@ations());
assertt(pe);
p.removeAnnotations();
modified(p);
h
rule plan05{ // Implements Rule B.2.2-1
declarations
PlanElement pe;
VPlan p;
conditions
pe.isFrom(p);
actions
Visualisation v1 = new Visualisation(p,pe,“Textual”);
Visualisation v2 = new Visualisation(p,pe,“Tabular”);
Visualisation v3 = new Visualisation(p,pe,“NaturalLarge”);
Visualisation v4 = new Visualisation(p,pe,“Sonore”);
assertt(vl);
assertt(v2);
assertt(v3);
assertt(v4);
¥
rule plan06{ // Implements Rule B.2.2-2
declarations
PlanElement pe;
VPlan p;
Visualisation v;
conditions
pe.areElements(“Constraints”);
pe.hasSubType(“temporal”);
actions
Visualisation v = new Visualisation(p,pe,“Temporal”);
assertt(v);
retract(pe);
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}
rule plan07{ // Implements Rule B.2.2-3

declarations
PlanElement pe;
VPlan p;
conditions
pe.areElements(“Constraints”);
pe.hasSubType(“world-state”);
actions
Visualisation v1 = new Visualisation(p,pe,“Map”);
Visualisation v2 = new Visualisation(p,pe,“VirtualRegl);
assertt(vl);
assertt(v2);
retract(pe);
¥
rule plan08{ // Implements Rule B.2.2-5
declarations
PlanElement pe;
VPlan p;
conditions
pe.areElements(“Activities”);
Ipe.hasRefinement();
actions
Visualisation v = new Visualisation(p,pe,“Network”);
assertt(v);
h
rule plan09{ // Implements Rule B.2.2-6
declarations
PlanElement pe;
VPlan p;
conditions
pe.areElements(“Activities”);
pe.hasRefinement();
actions
Visualisation v = new Visualisation(p,pe,“Tree”);



assertt(v);
}
rule plan10{ // Implements Rule B.2.2-7
declarations
PlanElement pe;
VPlan p;
conditions
pe.areElements(“Issues”);
Ipe.hasRefinement();
actions

Visualisation v = new Visualisation(p,pe,“Network”);

assertt(v);
¥
rule plan11{ // Implements Rule B.2.2-8
declarations
PlanElement pe;
VPlan p;
conditions
pe.areElements(“Issues”);
pe.hasRefinement();
actions
Visualisation v = new Visualisation(p,pe,“Tree”);
assertt(v);
¥
rule Other01{ // Implements Rule B.2.3-1
declarations
Modality m;
Visualisation v;
conditions
m.isType(v.getModality Type());
Im.isEnabled();
actions
retract(v);

}
rule Other02{ // Implements Rule B.3.1-1
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declarations
Visualisation v1;
Visualisation v2;
Agent a;

conditions
(v1l.getElementType()).equals(v2.getElementType());
I(vl.getModality Type()).equals(v2.getModality Typg()
a.prefers(vl);

actions
retract(v2);
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Publications

E.1 By Chronological Order

e Lino, N., Tate, A., Siebra, C. and Chen-Burger, Y. (2003) Daig Intelligent
Planning Information to Mobile Devices Users in CollaboratEnvironments,
Workshop on Atrtificial Intelligence, Information Accessdaiobile Comput-
ing (AlI-IA-MC) at the International Joint Conference on Attifil Intelligence
(IJCAI-03), Acapulco, Mexico, August 2003.

e Lino, N. and Tate, A. (2004) M-Planning: A Mobile Tool to SugpCollabo-
rative Planning. Proceedings of the International Confezeon Artificial Intel-
ligence and Applications (AIA-2004), as part of the Twegeond IASTED In-
ternational Multi-Conference on Applied Informatics, Ibnsck, Austria, Febru-
ary 2004.

e Lino, N. (2004) An Integrated Ontology Set and Reasoning haacsm for
Multi-Modality Visualisation Destined to Collaboratived?ining Environments.
Student Paper for Doctoral Consortium at the Fourteenthratenal Confer-
ence on Automated Planning and Scheduling (ICAPS-2004), thi8ritish
Columbia, Canada. 3-7 June 2004.

e Siebra, C., Tate, A. and Lino, N. (2004) Planning and Reptasen of Joint
Human-Agent Space Missions via Constraint-Based Modelsytrdnterna-
tional Workshop on Planning and Scheduling for Space (IWB&Sbarmstadt,
Germany, 23-25 June 2004.

e Lino, N. and Tate, A. (2004) A Visualisation Approach for Gdibrative Plan-
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ning Systems Based on Ontologies, in Proceedings of then&miational Con-
ference on Information Visualisation (IV 2004), London, Uki4-16 July 2004,
IEEE Computer Society Press, 2004.

Lino, N., Tate, A., Siebra, C. and Chen-Burger, Y. (2004) Invprg Semantics
in Mobile Devices Profiling: A Model Conceptual Formalisatiand Ontology
Specification, Workshop on Semantic Web Technology for Néoand Ubiqui-
tous Applications at the 3rd International Semantic Web €afce, Hiroshima,
Japan, 7-11 November 2004.

Lino, N., Tate, A., and Chen-Burger, Y-H. (2005) Semantic [8upfor Visu-
alisation in Collaborative Al Planning, in Proceedings & Workshop on The
Role of Ontologies in Planning and Scheduling, at the Irgomal Conference
on Automated Planning and Scheduling (ICAPS), June 2005t&fey Califor-
nia, USA.
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